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Preface

This Operations Agreement (OA) is controlled jointly by the EDOS Level Zero Processing Facility (LZPF) Manager, the Goddard Space Flight Center (GSFC) Distributed Active Archive Center (DAAC) Manager, and the Langley Research Center (LaRC) DAAC Manager.  This document is under the configuration management of the EDOS Configuration Control Board (CCB). Configuration Change Requests (CCRs) to this document shall be submitted to the EDOS CCB, along with supportive material justifying the proposed change.  Updates are to be made by printed Document Change Notice (DCN). 

Direct comments and questions regarding this document to:

EDOS Project

Code 581

Goddard Space Flight Center

Greenbelt, MD 20771
USA

Abstract

This document presents the agreement for the operational interface between the Earth Observing System (EOS) Data and Operations System (EDOS) and the EOS Data and Information System (EOSDIS) Core System (ECS) Science and Data Processing Segment (SDPS) during the operational period of the AM-1 mission.
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Purpose 

This document presents the agreement for the operational interface between the Earth Observing System (EOS) Data and Operations System (EDOS) and the EOS Data and Information System (EOSDIS) Core System (ECS) Science and Data Processing Segment (SDPS) (Goddard Space Flight Center (GSFC), Langley Research Center (LaRC) Distributed Active Archive Centers (DAACs), and the Langley TRMM Information System (LATIS).  The purpose of this document is to define the operational interface between the EDOS and the ECS SDPS in conjunction with the EDOS - EOS Ground System (EGS) Elements Interface Control Document (ICD).  This document will apply to AM-1 support from launch throughout the AM-1 mission duration and future EOS missions.
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Scope/Intended Users

This document provides the operational interface agreement between the EDOS and the ECS SDPS (GSFC and LaRC DAACs, and LATIS).  This document is intended for all parties needing information describing the operational interface between the EDOS and the ECS SDPS.  The agreements in this document reflect the EOS AM-1 operational phase only.
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Document Organization

This document is organized into eight sections, two appendices, and an acronym list as listed below:

a.
Section 1 introduces the document and defines its purpose, scope, and contents.  Conventions used in preparing the document, as well as procedures for maintaining the document are provided.

b.
Section 2 contains a list of applicable documents.  The list includes specifications, standards, and other reference documents that are applicable to the interface.

c.
Section 3 provides an overview of EDOS and the ECS SDPS.

d.
Section 4 describes EDOS data processing and construction of EDOS products delivered or provided to the ECS SDPS.

e.
Section 5 documents the delivery method for each of the EDOS products delivered to the ECS SDPS. 

f.
Section 6 defines the methods and procedures for product anomaly resolution, contingency operations due to a disruption in delivery service, and failure recovery from system outages at either the ECS SDPS or at EDOS.  

g.
Section 7 addresses testing between EDOS and the ECS SDPS to accommodate system upgrades, modifications, or assist in verifying the operability of the interface between EDOS and the ECS SDPS.

h.
Section 8 identifies the points-of-contact for EDOS and the ECS SDPS.

i.
Appendix A presents the Service Request form for requesting changes to EDOS provided services and requesting Production Data Sets (PDSs) from the EDOS archive.

j.
Appendix B provides the Problem Report form for reporting anomalies to EDOS.

k.
An Acronym List follows the appendices.
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Conventions

The following conventions are used in this document:

a.
The terminology used in this document attempts to be consistent with that in other Mission Operations and Data Systems Directorate (MO&DSD) and EDOS documents, and the EDOS - EGS ICD.  Any exception to standard usage is noted and the reason for the exception explained.

b.
The term “EDOS” is used throughout this document to denote the facilities and systems that will be developed to provide EDOS services.  These terms are used in this document only for convenience and do not specify an independent EDOS organization.

c.
Magnetic tape is referenced to as “tape” or “physical media unit”.

d.
Throughout the tables in this Operations Agreement (OA), the use of the terminology “x’n”’ indicates the hexadecimal equivalent of a decimal quantity.

e.
Generally, the use of the term “ECS SDPS” in this OA will mean the GSFC and LaRC DAACs.
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Interface Responsibilities

Operational interface responsibilities are defined in terms of the Earth Science Data and Information System (ESDIS) Project Office (which the EDOS project supports). Product construction and/or delivery agreements in this OA are subject to the bilateral control of the EDOS and the ECS SDPS.  The EDOS LZPF Manager, the GSFC DAAC Manager, the LaRC DAAC Manager, and the LATIS Manager will jointly approve the OA upon resolution of issues and discrepancies as agreed upon by both parties. 
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Applicable Documents

The following documents apply in defining this interface or apply to obtain background information relative to this interface. 

a.
GSFC/MO&DSD, 510-ICD-EDOS/EGS, Interface Control Document (ICD) Between the Earth Observing System (EOS) Data and Operations System (EDOS) and the EOS Ground System (EGS) Elements, Rev. 1 with DCN 5, March, 1999.

b.
GSFC/MO&DSD, 560-EDOS-0211.0001R1, Interface Requirements Document (IRD) Between the Earth Observing System (EOS) Data and Operations System (EDOS) and the EOS Ground Systems (EGS) Elements, Revision 1 with DCN 24, July 10, 1998.

c.
GSFC/MO&DSD, 560-EDOS-0202.0004, EDOS Functional and Performance Requirements Specification (F&PS), November 23, 1992 (with DCN 035, July 10, 1998).

d.
Request for Comment (RFC) 1123, Requirements for Internet Hosts - Application and Support, October 1989.

e.
RFC 792, Internet Control Message Protocol, September 1981.

f.
RFC 959, File Transfer Protocol, October 1985.

g.
GSFC/MO&DSD, 560-EDOS-0106.0002, Earth Observing System (EOS) Data and Operations System (EDOS) Operations Concept Document, Revision 1, April 1, 1996.

h.
510-ICD-EDOS/EBNET, Interface Control Document Between the Earth Observing System (EOS) Data and Operations System (EDOS) and the EOS Data and Information (EOSDIS) Backbone Network (EbNet), Original with DCN 2 July 30, 1997. 
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EDOS Overview

3.1.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
This section provides a summary of the services performed by EDOS and the ECS SDPS. 

3.1.2
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EDOS is an EOS data handling and delivery system maintained and operated by the EDOS project.. EDOS provides capabilities for data handling for EOS spacecraft that adhere to recommendations established by the Consultative Committee for Space Data Systems (CCSDS).  Specifically, EDOS provides capabilities for return link data capture, data handling, data distribution, backup archival data storage, and forward link data handling.  
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EDOS provides services that support data delivery operations for the EOS spacecraft.  Data delivery is provided by the Space Network (SN) and the EOS Backbone Network (EBnet).  SN provides space/ground data communications.  EBnet provides ground/ground data communications support for electronic exchanges between EDOS and the ECS SDPS.  The EDOS forward link processing service receives forward link data from the EOS Operations Center (EOC) and delivers the data to the SN for uplink to the related EOS spacecraft.  The EDOS return link processing service receives and captures EOS spacecraft return link data transferred from the SN, performs processing for CCSDS communication services protocols, and transfers low rate real-time and high rate housekeeping playback telemetry data to the ECS SDPS via the EBnet.  The EDOS production data handling service provides production data processing and expedited data processing.  The EDOS data archive service provides an archive of production processed data.
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EDOS provides the capability to monitor and control data delivery operations.  Data quality and accounting information and processing statistical and status information are provided with the products to the ECS SDPS.
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EDOS is distributed over several facilities: The Ground Station Interface Facilities (GSIFs); one located at the White Sands Ground Terminal Upgrade (WSGTU) at the White Sands Complex (WSC) near Las Cruces, New Mexico; another near Fairbanks, Alaska, and a third in Spitzbergen, Norway; the Level Zero Processing Facility (LZPF) at GSFC in Greenbelt, Maryland; the Sustaining Engineering Facility (SEF), located in Building 32 at GSFC; and the EDOS Data Archive Facility (DAF) located at WSC. EDOS communicates with the ECS ground facilities and other interfaces via EBnet.
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The GSIFs provide high rate data capture and short-term storage.  The LZPF provides real-time CCSDS processing, level zero processing, playback processing, rate buffering of data, and distribution of the return link data, as well as transmission of forward link data.  It provides production data processing and expedited data processing including creation and distribution of Production Data Sets (PDSs) and Expedited Data Sets (EDSs).
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The SEF provides engineering support services including: EDOS hardware and software development and enhancements; operations management service for operations monitoring for GSFC EDOS management personnel; Integration, Test and Verification (IT&V) and maintenance services for EDOS.
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The DAF provides a Level 0 data archive service.

3.2
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ECS SDPS Overview

3.2.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
The ECS Science and Data Processing Segment (SDPS) includes a presence at the Distributed Active Archive Centers (DAACs).  The SDPS interfaces with EDOS to provide a set of ingest, processing, and distribution services for the entire EOSDIS.  The SDPS processes Level 0 EOS spacecraft data that is receives from EDOS into Level 1-4 data products.  The SDPS also provides short- and long-term storage and distributes the data to EOS users.  The SDPS contains a distributed data and information management function, including a catalog system in support of user data selection and ordering.  EDOS will interface with ECS SDPS elements which are distributed at the GSFC and LaRC DAACs.  A third element, the Langley TRMM Information System (LATIS) supports the CERES instrument on-board the AM-1 spacecraft. 
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The DAACs will receive science and housekeeping data generated by the instruments aboard the AM-1 spacecraft.  The set of instrument data to be processed will be established before the mission.  GSFC and LaRC DAACs will interface with EDOS to receive mission data (EDSs and PDSs) to be used as input in the generation of data products, while other DAACs will interface with each other to receive data products as the input for science data product generation.  The ECS SDPS elements at the DAACs will interface with EDOS as required to receive PDSs which serve as input to Level 1-4 science data processing.  The DAACs can also supply the EDOS with DAAC to EDOS Data Sets (DEDS).  DEDS will then become part of the EDOS data archive.  See paragraph 5.9 for more information on DEDS.  The GSFC DAAC will also receive ASTER EDSs.  The GSFC , LaRC DAAC, and LATIS interfaces with EDOS are depicted in Figure 3-1.
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Figure 3-1.   EDOS - ECS SDPS Interfaces
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General

This section provides a summary of the messages and data products exchanged between EDOS and the GSFC/LaRC DAACs and LATIS.

4.2
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EDS Products

4.2.1
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Expedited Data Sets provide an expedited look at the science and engineering data generated by the AM-1 instruments.  An EDS is built by EDOS when the CCSDS version 1 packets received by EDOS have the quick-look flag set in the secondary header by the on-board instrument.  Any requests for expedited processing of non-flagged data must be for a single Spacecraft Contact Session (SCS) and must be coordinated through the EOC.  The EOC will notify EDOS to provide EDS services for that SCS.  Expedited data requests are expected to be no more than two percent (2%) of each day’s total data, not just for one APID.  EDS processing takes precedence over PDS processing.

4.2.2
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The EDS format is specified in the EDOS - EGS ICD.  The initial construction attribute for EDS file size will be 2 GigaBytes (GB).  Each DAAC may select a different EDS file size of .5 GB, 1 GB, or 1.5 GB.  However, the same file size must be selected for all EDSs and all PDSs for a given user.  If no file size attribute is provided by a DAAC, EDOS will construct all EDS and PDS at 2 GB.  This Operational Agreement will be updated per the procedure in paragraph 4.9 to reflect any permanent changes to EDS file sizing. Note:  ASTER EDS file size is .5 GB.
4.2.3
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EDOS will build EDSs for Moderate-Resolution Imaging Spectrometer (MODIS), Clouds and Earth’s Radiant Energy System (CERES), Advance Spaceborne Thermal Emission and Reflection Radiometer (ASTER), Measurement of Pollution in the Troposphere (MOPITT), and Multi-Angle Imaging Spectro-Radiometer (MISR) data for destinations specified in the EDOS - EGS ICD.
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 seq head5 \r0 \h Science PDS Products

4.3.1
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EDOS will create single Application Process Identifier (APID) PDSs for MODIS, CERES, MOPITT, and MISR data.  PDSs are formatted as indicated in the EDOS - EGS ICD.  EDOS provides the capability to construct a PDS according to the following selectable duration attributes: all packets from one or more SCSs, up to 24 hours of mission data, or all packets from a fixed time interval.  The PDS size is constrained by the length of the time interval covered by its contents.  The interval must be a period evenly divisible into 24 hours (e.g. 12 hours, 8 hours, 6 hours, 4 hours, 2 hours) up to 24 hours worth of data (not recommended for high rate instruments), and no smaller than the average time between SCSs.  The initial construction attribute for PDS time interval will be two hours.  This Operational Agreement will be updated per the procedure in paragraph 4.9 to reflect any permanent changes to the PDS time interval.  

4.3.2
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The PDS format is specified in the EDOS - EGS ICD.  The initial construction attribute for PDS file size will be 2 GB.  The GSFC and LaRC DAACs may each select a different PDS file size of .5 GB, 1 GB, or 1.5 GB.  However, the same file size must be selected for EDSs and all PDSs that are delivered to that DAAC.  This Operational Agreement will be updated per the procedure in Section 4.8 to reflect any permanent changes to PDS file sizing.

4.3.3
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If an instrument has no spacecraft time in the data, EDOS will build a PDS on a SCS basis.  EDOS will assume that after an additional two SCSs (past the time interval criteria) have passed, there will be no more orphan packets received that belong to a given fixed time interval.  EDOS will then construct the PDS.
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Non-science PDS Products 

4.4.1

 seq head4 \r0 \h 
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EDOS will construct a PDS for each AM-1 APID that contains non-science path service data unit (SDU) packets as presented in the EDOS - EGS ICD.  These non-science PDSs will be transmitted to the GSFC DAAC.  Any changes to the delivery of these products should be requested via the Service Request (see Appendix A).
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The initial construction attribute for non-science PDS file sizes will be 2 GB.  The SDPS may select a different PDS file size of .5 GB, 1 GB, or 1.5 GB.  However, the same file size must be selected for EDSs and all PDSs.  The initial construction attribute for PDS time interval will be two hours.  This Operational Agreement will be updated per the procedure in Section 4.8 to reflect any permanent changes to PDS file size or time span.
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Archived PDS Service

EDOS archive tapes contain one or more PDSs as detailed in the EDOS - EGS ICD.  These tapes are archived for the length of the program plus 2 years.  A DAAC may request PDSs from the EDOS archive to replace missing or corrupt data.  These archived PDSs are requested via the Service Request (see Appendix A).  Archived PDSs are requested based on a PDS-ID search or a time span and APID search.  Once the appropriate data sets are located by EDOS, EDOS will make a copy of the entire archive tape(s) and send the tape(s) to the requesting DAAC.  The archive tape contains a Physical Media Unit Delivery Record as the first file on the tape which identifies the location of the PDSs on the tape.  Included with the archive tape(s) is the archive delivery letter (hard copy) which identifies the PDSs on the tape(s).

4.6
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EDS/PDS Delivery Record

EDOS initiates electronic delivery of the EDS/PDS Delivery Record upon successful EDS/PDS electronic transfer to the DAAC.  The contents and format of the EDS/PDS Delivery Record are detailed in the EDOS - EGS ICD.

4.7
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EDS/PDS Acceptance Notification

A DAAC that receives EDS/PDS files and the accompanying EDS/PDS Delivery Record returns an EDS/PDS Acceptance Notification in acknowledgment of receipt and acceptance of each EDS/PDS per the EDOS - EGS ICD.  The contents and format of the EDS/PDS Acceptance Notification are detailed in the EDOS - EGS ICD.
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Service Request

4.8.1
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The Service Request (shown in Appendix A for the GSFC DAAC and for the LaRC DAAC) will be used to request changes to the following EDOS provided services:  Delivery of non-science PDSs, delivery of science PDSs, and delivery of EDSs.  The Service Request will be used to request destination address changes for EDOS provided services.  Changes to science and non-science PDS construction attributes of data set duration and file size will require an update to this OA as discussed in paragraph 4.9 of this agreement.  The Service Request will be used to request Archived PDSs.  A Service Request will remain in effect until a new Service Request is received and successfully implemented that again changes that same service.  Detailed usage of the Service Request is discussed below.

4.8.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
General instructions for completing the Service Request are presented in Appendix A.  There is an area on the form for the requester to provide the requester’s name, location, and Service Request execution start date and time (in Greenwich Mean Time [GMT]) to indicate to EDOS when to begin implementation of the Service Request.  The execution start time must be within a three week window from the time of receipt of the Service Request by EDOS personnel.  If no execution start time is provided, EDOS will return the service request to the originator asking for the execution start time.

NOTE

The execution start time should match the latest SCS schedule as supplied by the EOC.

4.8.3
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The areas of the Service Request for EDS, non-science PDS, and science PDS processing services allow for starting and stopping scheduled deliveries.  A “Y” for “yes” or an “N” for “no” in the deliver column of the Service Request will be used to indicate desired changes to EDS, non-science PDS and science PDS delivery.  A blank or no entry in this field means no change is desired.  A change in the user address information for EDOS provided services may be requested on the Service Request.

4.8.4
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The Service Request is also used to request archived PDSs.  The appropriate table is to be completed based on the type of PDS search desired.  PDSs may be requested based on a search by PDS-ID or a search by APID and spacecraft time span in the data.  The archived PDS(s) will be prepared and shipped as described in paragraph 5.8 of this agreement.

4.8.5
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Changes to more than one service may be indicated on the same Service Request form.  EDOS will provide a MS Word template for the Service request to both the GSFC and LaRC DAACs. The DAAC will contact EDOS personnel via voice to indicate the Service Request is enroute to EDOS personnel via electronic mail (email).  The DAAC will email the Service Request to EDOS personnel.  EDOS personnel will acknowledge receipt of the Service Request via voice to the DAAC.  EDOS personnel will email a Service Request disposition to the DAAC after Service Request implementation.  Emergency Service Requests may be coordinated via voice communications to be followed by a Service Request via email.  Any Service Request for a change to a service, must be received by EDOS personnel not less than one hour prior to the scheduled start of a SCS in order for the change to be both verified and implemented manually by EDOS personnel.

4.9

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Updates to the Operations Agreement

4.9.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Changes to data service construction attributes that are not accomplished via the Service Request include science and non-science PDSs (all packets from one or more SCSs up to 24 hours of mission data or all data from a fixed time interval) and changes to the EDS, PDS, and non-science PDS file construction attribute of data set file size (.5 GB, 1 GB, 1.5 GB, or 2 GB).  The file size selected by the GSFC or LaRC DAAC must be the same for the EDSs and all PDSs delivered to that DAAC.  These changes may be requested via email to the EDOS Facility shift supervisor (refer to Section 8 for EDOS points-of-contact).  EDOS personnel require 24 hour advance notice of construction attribute changes.  The EDOS shift supervisor will determine the impact of the changes on system processing and will inform the requesting DAAC when the change will be made at EDOS.  It is anticipated that these changes will be made very rarely.

4.9.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
The initial product construction attributes of products delivered to the GSFC and LaRC DAACs are shown in Table 4-1.

Table 4-1.  EDOS Product Construction Attributes (1 of 2)

Delivery Service and Method of Delivery
Product
Contents
Duration
File Size (max)


Destination
Deliver



VC
APID





EDSs

FTP
VNIR (1) Observation
17 = x’11’
x’101’ + x’103’
EDSs

built

when

Quick-look

flag set

or as

arranged

with

EOC
.5 GB
GSFC DAAC
Y


VNIR (1) Calibration
17 = x’11’
x’105’ + x’107’

.5 GB
GSFC DAAC
Y


VNIR (1) Test
17 = x’11’
x’109’ + x’10B’

.5 GB
GSFC DAAC
Y


VNIR (2) Observation
30 = x’1E’
x’111’ + x’113’

.5 GB
GSFC DAAC
Y


VNIR (2) Calibration
30 = x’1E’
x’115’ + x’117’

.5 GB
GSFC DAAC
Y


VNIR (2) Test
30 = x’1E’
x’119’ + x’11B’

.5 GB
GSFC DAAC
Y


SWIR Observation
18 = x’12’
x’121’ + x’123’

.5 GB
GSFC DAAC
Y


SWIR Calibration
18 = x’12’
x’125’ + x’127’

 .5 GB
GSFC DAAC
Y


SWIR Test
18 = x’12’
x’129’ + x’12B’

.5 GB
GSFC DAAC
Y


TIR Observation
23 = x’17’
x’131’ + x’133’ + x’132’

.5 GB
GSFC DAAC
Y


TIR Calibration
23 = x’17’
x’135’ + x’137’ + x’136’

.5 GB
GSFC DAAC
Y


TIR Test
23 = x’17’
x’139’ + ‘13B’
+ x’13A’

.5 GB
GSFC DAAC
Y

EDSs

&

Science

PDSs

FTP
MOPITT Science
11 = x’B’
192 = x’C0’

EDSs built

when

Quick-look

flag set or

as arranged with EOC

PDSs built

for each 2 hours

worth of data, except

for CERES, which is 24 hours of data

2 GB
LaRC DAAC
Y


MOPITT Engineering
11 = x’B’
193 = x’C1’

2 GB
LaRC DAAC
Y


MOPITT Test
11 = x’B’
194 = x’C2’

2 GB
LaRC DAAC
Y


MOPITT Burst
11 = x’B’
195 = xîC3

2 GB
LaRC DAAC
Y


MOPITT Table
11 = x’B’
196 = x’C4

2 GB
LaRC DAAC
Y


CERES Fore Science
11 = x’B’
131 = x’83’

2 GB
LATIS/LaRC DAAC
Y


CERES Fore Calibration
11 = x’B’
132 = x’84’

2 GB
LATIS/LaRC DAAC
Y


CERES Fore Diagnostic
11 = x’B’
133 = x’85’

2 GB
LATIS/LaRC DAAC
Y


CERES Aft Science
11 = x’B’
167 = x’A7’

2 GB
LATIS/LaRC DAAC
Y


CERES Aft Calibration
11 = x’B’
168 = x’A8’

2 GB
LATIS/LaRC DAAC
Y


CERES Aft Diagnostic
11 = x’B’
169 = x’A9’

2 GB
LATIS/LaRC DAAC
Y


MODIS Science & Engineering, and Memory Dump
42 = x’2A’
Any single APID from 64 = x’40’ through 127 = x’7F’

2 GB
GSFC DAAC
Y

Table 4-1. EDOS Product Construction Attributes (2 of 2)

Delivery Service

and Method of Delivery
Product


Contents
Duration
File Size (max)


Destination
Deliver



VC
APID





EDSs

&

Science 

PDSs

FTP
MISR CCD Science
41 = x’29’
320 = x’140’
EDSs

built

when

Quick-look

flag set

or as

arranged

with

EOC

PDSs

built

for

each

2 hours

worth

of

data
2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
323 = x’143’

2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
325 = x’145’

2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
326 = x’146’

2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
329 = x’149’

2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
330 = x’14A’

2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
332 = x’14C’

2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
335 = x’14F’

2 GB
LaRC DAAC
Y


MISR CCD Science
41 = x’29’
337 = x’151’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
340 = x’154’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
343 = x’157’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
344 = x’158’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
347 = x’15B’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
349 = x’15D’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
350 = x’15E’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
353 = x’161’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
354 = x’162’

2 GB
LaRC DAAC
Y


MISR CCD Calibration
41 = x’29’
356 = x’164’

2 GB
LaRC DAAC
Y


MISR Engineering
41 = x’29’
338 = x’152’

2 GB
LaRC DAAC
Y


MISR On Board Calib
41 = x’29’
359 = x’167’’

2 GB
LaRC DAAC
Y


MISR Test
41 = x’29’
360 = x’168’’

2 GB
LaRC DAAC
Y


MISR Motor
41 = x’29’
365 = x’16D’

2 GB
LaRC DAAC
Y


MISR Out of Sync
41 = x’29
373 = x’175’

2 GB
LaRC DAAC
Y


MISR Out of Sync
41 = x’29
374 = x’176’

2 GB
LaRC DAAC
Y


MISR Out of Sync
41 = x’29
378 = x’17A’

2 GB
LaRC DAAC
Y


MISR Spare
41 = x’29
380 = x’17C’

2 GB
LaRC DAAC
Y

Non-

Science

PDS

FTP
Merged Housekeeping
1= x’1’
1= x’1’
2 hours


2 GB
GSFC DAAC
Y


Merged Housekeeping
11 = x’B’
1 = x’1’

2 GB
GSFC DAAC
Y


Health and Safety
2 = x’2’
2 = x’2’

2 GB
GSFC DAAC
Y


Standby
2 = x’2’
5 = x’5’

2 GB
GSFC DAAC
Y


16 Kbps Diagnostic
3 = x’3’
3 = x’3’

2 GB
GSFC DAAC
Y


1 Kbps Diagnostic
3 = x’3’
6 = x’6’

2 GB
GSFC DAAC
Y


Ancillary
11 = x’B’
4 = x’4’

2 GB
GSFC DAAC
Y

Section 5

 seq head2 \r0 \h 

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 

 seq figs \r0 \h 

 seq table \r0 \h .
Data Delivery

5.1

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
General

The following section describes the conventions for data delivery from EDOS to the SDPS and from the SDPS to EDOS.

5.2

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
GSFC DAAC

5.2.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
In order to facilitate transmission of EDS, non-science PDSs, science PDSs, and EDS/PDS Delivery Records from EDOS to the GSFC DAAC via File Transfer Protocol (FTP), the following information is provided:

Data Server

FTP IP Address

198.118.211.40

Host Name

gvicgaa.gsfcb.ecs.nasa.gov

User ID


edosops

Destination Directory
/usr/ecs/OPS/CUSTOM/icl/a/data/pollEDOS

Password


*******

 seq head4 \r0 \h 

 seq head5 \r0 \h Changes to this information will be coordinated using the Service Request form.

5.2.2 seq head4 \r0 \h 

 seq head5 \r0 \h 
a. In order to facilitate the shipping of Archived PDSs on media from EDOS to the LaRC DAAC, the following mailing address information is provided:


Goddard DAAC


Code 902.0


Building 32


Goddard Space Flight Center


Greenbelt, MD 20771

b. Changes to the mailing address should be coordinated using the EDOS LZPF points-of-contact in Section 8 of this agreement.  All tapes will be mailed using the U.S. Postal Service first class.

5.3

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
LaRC DAAC

5.3.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
In order to facilitate transmissions of EDSs, science PDSs, and EDS/PDS Delivery Records from the EDOS to the LaRC DAAC via FTP, the following information is provided:

Data Server

FTP IP Address

198.118.217.5

Host Name

l0icg01

User ID


edos

Destination Directory
/usr/ecs/OPS/CUSTOM/icl/l0icg01/data/pEDOS

Password


*******

5.3.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
In order to facilitate transmissions of EDSs, science PDSs, and EDS/PDS Delivery Records from the EDOS to LATIS via FTP, the following information is provided:

Data Server

FTP IP Address

192.107.191.120

Host Name

samantha

User ID


edos

Destination Directory
/ingest.edos

Password


********

Changes to this information will be coordinated using the Service Request form.

5.3.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
a.
In order to facilitate the shipping of Archived PDSs on media from EDOS to the LaRC DAAC, the following mailing address information is provided:


Langley DAAC


Bldg 1268C, MS 157D


2 South Wright Street


NASA Langley Research Center


Hampton, VA  23681-0001

b.
Changes to the mailing address should be coordinated using the EDOS LZPF points-of-contact in Section 8 of this agreement.  All tapes will be mailed using the U.S. Postal Service first class.

5.4

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDOS LZPF

5.4.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
In order to facilitate transmission of EDS/PDS Acceptance Notifications from the GSFC DAAC to EDOS LZPF via FTP, the following information is provided:

Data Server

FTP IP Address

198.118.234.19

Host Name

FM01xedo

User ID


edosuser

Destination Directory
/edos/data/GSFCDAAC

Password


********

5.4.2

In order to facilitate transmission of EDS/PDS Acceptance Notifications from the LaRC DAAC to EDOS LZPF via FTP, the following information is provided:

Data Server

FTP IP Address

198.118.234.19

Host Name

FM01xedo

User ID


edosuser

Destination Directory
/edos/data/LaRCDAAC

Password


********

5.4.3

LATIS is not required to to facilitate transmission of EDS/PDS Acceptance Notifications to EDOS.

5.4.4 seq head4 \r0 \h 

 seq head5 \r0 \h 
In order to facilitate the shipping of DEDS to EDOS on media, the following mailing address information is provided:

EDOS mailing address:
NASA-WSC



Attn: EDOS Facility



Las Cruces, NM

5.4.5 seq head4 \r0 \h 

 seq head5 \r0 \h 
Changes to this information will be communicated to the DAACs via email and this OA will be updated.

5.5

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDS Transmission

5.5.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDSs will be constructed as discussed in paragraph 4.2 of this agreement.  EDSs are transferred electronically via FTP from EDOS to the GSFC,  LaRC DAACs and LATIS.  EDOS will initiate file transfer of the EDS files by initiating a FTP session with the DAAC/LATIS host.  The key used to encrypt the password that EDOS will use to logon to the DAAC or LATIS host will be exchanged via certified mail with the LaRC DAAC and LATIS and by sealed envelope between respective facility personnel with the GSFC DAAC.  EDOS will then place the EDS files in the destination directory identified by the GSFC or LaRC DAAC.  EDOS will signal the DAAC/LATIS when the file transfer has completed. 

5.5.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
As specified in the EDOS - EGS ICD, an EDS Delivery Record will be sent electronically from EDOS to the DAAC/LATIS to inform the DAACs/LATIS that an EDS has been transmitted.  EDOS will not transmit the Delivery Record until all corresponding EDS files are successfully transmitted to the DAAC.  The receiving DAAC will transmit an EDS Acceptance Notification (EAN) to EDOS to acknowledge EDS and EDS Delivery Record receipt as described in the EDOS - EGS ICD. EDSs will be retained on-line at EDOS for an EDOS configurable amount of time (i.e. EDOS will not delete EDSs from on-line storage until the corresponding PDS has been shipped and successfully ingested by the DAAC). LATIS is not required to transmit an EAN to EDOS.

5.6

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Science PDS Transmission

5.6.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
PDSs will be constructed as discussed in paragraph 4.3 of this agreement.  PDSs will be transmitted electronically via FTP to the GSFC, LaRC DAACs and LATIS.  EDOS will initiate file transfer of the PDS files by initiating a FTP session with the DAAC host or LATIS host.  The key used to encrypt the password that EDOS will use to logon to the DAAC host will be exchanged via certified mail with the LaRC DAAC and LATIS and by sealed envelope with the GSFC DAAC.  EDOS will then place the PDS files in the directory identified by the DAAC/LATIS.  EDOS will signal the DAAC/LATISwhen the file transfer has completed.  

5.6.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
As specified in the EDOS - EGS ICD, a PDS Delivery Record will be sent electronically from EDOS to the DAAC to inform the DAAC that a PDS has been transmitted.  EDOS will not transmit the PDS Delivery Record until all corresponding files (construction record and data sets/packets) of the PDS have been successfully transferred to the DAAC.  The DAAC will transmit a PDS Acceptance Notification (PAN) to EDOS to acknowledge PDS and PDS Delivery Record receipt and successful ingest at the receiving DAAC. LATIS is not required to transmit a PAN to EDOS.

5.6.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Changes to delivery (start or stop) of PDS files and changes to the destination address require a Service Request (refer to Appendix A).  Changes to the construction attributes of file size and time span of the data in the PDS will be handled according to the procedures presented in Section 4.8 of this agreement.

5.7

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Non-science PDS Transmissions

5.7.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Non-science PDSs will be constructed as discussed in paragraph 4.4 of this agreement.  Non-science PDSs will be transmitted electronically when requested via the Service Request via FTP to the GSFC DAAC.  EDOS will initiate file transfer of the non-science PDS files by initiating a FTP session with the DAAC host.  The key used to encrypt the password that EDOS will use to logon to the DAAC host will be exchanged via sealed envelope.  EDOS will then place the non-science PDS files in the directory identified by the DAAC.  EDOS will signal the DAAC when the file transfer has completed.   

5.7.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
As specified in the EDOS - EGS ICD, a PDS Delivery Record will be sent electronically from EDOS to the GSFC DAAC to inform the DAAC that a PDS has been transmitted.  EDOS will not transmit the PDS Delivery Record until all corresponding files (construction record and data sets/packets) of the PDS have been successfully transferred to the GSFC DAAC.  

5.7.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
The GSFC DAAC will transmit a PAN to EDOS to acknowledge PDS and PDS Delivery Record receipt and successful ingest at the DAAC.

5.8

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Archived PDS Delivery

5.8.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDOS will provide archived PDSs to the requesting DAAC or LATIS. EDOS archive tapes contain one or more PDSs as detailed in the EDOS - EGS ICD.  Archived PDSs are requested via the Service Request (see Appendix A).  EDOS will make a copy of an entire archive tape and send it to the requesting facility.  PDSs are available from EDOS for the length of the program plus 2 years.  EDOS will provide the PDS Physical Media Unit Delivery Record as the first file on the archive tape.  Should a DAAC to EDOS Data Set (DEDS) tape be used to satisfy a facilities request for data, the same procedures will apply.  (See paragraph 5.9 for more information on DEDS).

5.8.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Each tape will have a physical external label that is identified in the PDS Physical Media Unit Delivery Record.  Each tape will be affixed with a bar code, using the Storage Technologies “3-of-9” bar code scheme as specified in the EDOS - EGS ICD.  EDOS will create a Physical Media Unit Delivery Letter (hard copy) as specified in the EDOS - EGS ICD to accompany the tape shipment.  This letter identifies the PDS(s) that the facility requested from the archive and maps the location of each PDS on the tape.

5.8.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDOS maintains a prime and backup archive catalog at the Data Archive Facility and a backup archive catalog at the LZPF.

5.9

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
DEDS

5.9.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDOS can recover lost or damaged PDSs by requesting and receiving DEDS from a DAAC.  DEDS become part of the EDOS data archive.  EDOS personnel request DEDS by telephone.  Requests for either L0 or L1 products may be accomplished by specifying the desired L0 product by its PDS-ID, specifying the L1 products by the PDS-ID of the L0 product that spawned them, or by specifying the desired products by stating the PDS start and stop time that was originally shipped to the DAAC.  

5.9.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
A DEDS shipment consists of magnetic tape(s) containing one or more Level 0 PDS files previously formatted and transmitted by EDOS.  If Level 0 data is no longer available (i.e., after one year of storage), the DAAC will ship Level 1A data.  DAACs will supply DEDS on D3 media.  The media will contain a Physical Media Unit Delivery Record that describes its contents.  The media will also be accompanied by a DEDS Delivery Letter describing the contents of the tape(s).

5.9.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
DEDS from EDOS can also be used to replace data at the DAAC.  If a DEDS level 1A tape was used to replace a PDS at the EDOS, EDOS can copy this tape and ship it to the DAAC following the procedures outlined in paragraph 5.8 


Section 6

 seq head2 \r0 \h 

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 

 seq figs \r0 \h 

 seq table \r0 \h .
Anomaly, Contingency and Failure Recovery

6.1

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
General

This section presents the operational methods used to address data-related problems, backup, or contingency plans to accommodate system outages at either EDOS or the SDPS, and the priority of data delivery following restoration of a system or facility outage.

6.2

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Fault Isolation and Resolution

6.2.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
General

a.
EDOS is the point of contact for any data transmission or data set related problems encountered by the SDPS for EDOS generated products.  Fault isolation/resolution in real-time will be conducted by voice coordination.  A Problem Report form (shown in Appendix B) will be used by the SDPS to report anomalies or failures to EDOS.  EDOS will notify the SDPS via voice of anomalies affecting the SDPS.

b.
The following sections discuss the anomaly, contingency, and failure recovery procedures for each data service.  The EDOS standard priority scheme for recovery will address EDOS failures, interface failures, and SDPS failures.  The priority scheme will not address any data anomalies in the space to ground link.  

6.2.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Communication Problems

6.2.2.1

 seq head5 \r0 \h 
If for any reason a transmission conflict exists (large data volume, communication outage, etc.) between EDOS and the DAACs, EDOS will store the data, ensuring that no data are lost.  After reestablishing communications, EDOS will transmit the EDSs and PDSs.  In all cases of communication outages, the SDPS will be apprised of EDOS processing status.

6.2.2.2

 seq head5 \r0 \h 
In the case of a transmission failure, the transmitting system will rely on the network communications protocols FTP and Transmission Control Protocol (TCP) to retransmit the message.

6.2.2.3

 seq head5 \r0 \h 
In the case of a sustained communication outage greater than 24 hours, data received and processed by EDOS during the outage will be made available to the SDPS as PDSs on physical media.  In all cases of communication outages, the DAACs will be apprised of EDOS processing status via VDS.   

6.3

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Data Products

6.3.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDS

6.3.1.1

 seq head5 \r0 \h 
When communication outages are restored, expedited data sets processed within the last 24 hours of the outage period will be transmitted in a last-in, first-out sequence.  Expedited data older than 24 hours that were not transmitted due to the outage will be delivered as PDSs.  EDS processing will take priority over PDS processing.  

6.3.1.2

 seq head5 \r0 \h 
The Problem Report should be used to report problems with the data within an EDS.  EDOS will investigate the problem and will resend the EDS if required.  EDS Delivery Record anomalies should be reported to EDOS via the Problem Report.  EDSs will be retained on-line at EDOS for an EDOS configurable amount of time (i.e. EDOS will not delete EDSs from on-line storage until the receiving DAAC has successfully ingested the EDS as indicated to EDOS by a EDS Acceptance Notification).  EDS are later incorporated into a PDS.

6.3.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
PDS

6.3.2.1

 seq head5 \r0 \h 
If a communication outage occurs, when communications are restored, PDSs will be transmitted in a first-in, first-out sequence.  If the outage is 24 hours or longer, EDOS will archive the PDSs to tape and ship them to the receiving DAAC.

6.3.2.2

 seq head5 \r0 \h 
If problems are encountered during ingest at the DAAC and the PDS Acceptance Notification indicates a problem, the DAAC will notify EDOS by telephone and follow it up with a Problem Report.  EDOS retains PDSs on-line until successful ingest by the DAAC.  EDOS will reschedule the PDS delivery to the DAAC.

6.3.2.3

 seq head5 \r0 \h 
The Problem Report should be used to report problems with the data within a PDS.  If the affected data is less than 30 days old (from time of capture at EDOS), EDOS will reprocess the affected data and construct a new PDS.  EDOS will investigate the problem and will retransmit the PDS if required.  If the affected data are more than 30 days old (from time of capture at EDOS), EDOS will send archived PDSs per the procedure in paragraph 4.5.  EDOS will complete the Problem Report Analysis Sheet (see Appendix B) and will forward the analysis to the requesting facility. 

6.3.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Archived PDS

In the event that the DAAC receives an unreadable or damaged tape(s) containing archived PDSs, the problem should be reported via the Problem Report.  The PDS(s) on the damaged or unreadable tape should be requested using the Service Request.  The copy of the archive tape(s) will be shipped within four days of the request.  If possible, returning the original tape to EDOS along with the corresponding Problem Report will allow EDOS to perform fault engineering on the tape.

6.3.4

 seq head4 \r0 \h 

 seq head5 \r0 \h 
DEDS

In the event of loss or damage to archived data at EDOS, EDOS will request that the DAAC furnish the PDS(s) in question per the procedure in paragraph 5.9.

6.4

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Problem Report

6.4.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
The Problem Report (shown in Appendix B) will be used by the DAACs to report any anomalies, problems, or failures during data transmission.  The Problem Report will also be used by the DAACs to report tape problems to EDOS.  

6.4.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Each section of the form, Non-science PDS Processing, Expedited Processing, Science PDS Processing Services, and Delivery Record and Tape Anomalies has an area for the reporting DAAC to indicate the problem encountered.  When a problem is encountered, the requester should identify which service was affected on the form.  The requester should also identify in which Virtual Channel (VC)/APID the problem occurred for that processing service, if known.  Problems can be identified by a “Y” for “yes” in the Problem Encountered column.  The requester should also indicate the SCS or spacecraft start time if known, in order to allow EDOS to correctly identify the data in question.  There is space allocated in each area of the form for descriptive text to be entered to further describe the problem.  For problems with EDSs and PDSs, the EDS-ID and PDS-ID, if known, should be included where indicated.  If the affected data is less than 30 days old (from time of capture at EDOS), EDOS will reprocess the affected data and construct a new PDS.  If the affected data is more than 30 days old (from time of capture at EDOS), EDOS will send archived PDSs per the procedure in paragraph 4.5.

6.4.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
For tape anomalies, select the appropriate area of the Problem Report to complete for Archived PDS Tape Anomaly, Bar Code Anomalies or Physical Media Unit Delivery Record Anomaly.  Indicate the PDS-ID and describe the problem encountered.

6.4.4

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Delivery Record anomalies can be reported.  There is an area to indicate the EDS/PDS-ID and the to describe the problem.  The Problem Report can also be used to indicate that a tape shipment was not received.  EDOS should be notified via voice to be followed by a Problem Report.  Use the “Tape Shipment Not Received” area of the form to indicate the PDS-ID (from the PDS Physical Media Unit Delivery Record) and the APIDs to indicate which PDSs have not been received.  EDOS will investigate the missing shipment.

6.4.5

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDOS will complete the Problem Report Analysis Sheet.  EDOS will perform an analysis of the problem encountered.  EDOS will document the analysis results and will recommend corrective steps to ensure the problem does not occur in the future.  EDOS will email the completed Problem Report Analysis Sheet to the reporting DAAC.


Section 7

 seq head2 \r0 \h 

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 

 seq figs \r0 \h 

 seq table \r0 \h .
EDOS to ECS DAAC Operational Interface Testing

7.1

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
General

This section presents the operational methods used to request, initiate, and complete testing between EDOS and the ECS SDPS.  Testing is defined as either planned or exception.  EDOS will accommodate testing with the ECS SDPS on a non-interference basis with operations.  These interface tests may be initiated by either EDOS or the ECS SDPS and may be formal or informal (depending on the test objective).  Test data would be exchanged with the ECS SDPS electronically and via tape, as required.  

7.2

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Planned Testing

Planned tests are those that have been pre-negotiated between EDOS and the SDPS for a specific time period.  These tests would be preplanned to accommodate testing whenever EDOS or the SDPS implements a system change that necessitates a verification or confidence test prior to final implementation.  Initiation of planned testing will be handled via voice communication.  Testing will be conducted on a non-interference basis with normal operations.  

7.3

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Exception Testing

Exception tests may be conducted when either EDOS or the SDPS requires support to perform fault isolation and initiate recovery actions or to verify that the electronic interface between EDOS and the SDPS is operational following a service outage.  Coordination of exception testing may be performed by voice in real-time between EDOS and the SDPS on a non-interference with normal operations.  

7.4

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Test Data

7.4.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Test data serve to validate EDOS data formatting and to accomplish end-to-end testing of both mission data and operations management data.  Test data can consist of one, or any combination, of the following EDOS products:

a.
EDOS archived Production Data Sets (PDSs) on magnetic tape, with the test flag set in the Construction Record.

b.
EDOS PDS(s) and Expedited Data Sets (EDSs) sent electronically to a Distributed Active Archive Center (DAAC), with the test flag 
set in the Construction Record.

c.
Operations Management data.  

7.4.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
Operations Management data includes:

a.
Physical Media Unit Delivery Record

b.
PDS and EDS Delivery Records 

c.
PDS/EDS Acceptance Notification

7.4.3

 seq head4 \r0 \h 

 seq head5 \r0 \h 
The test data indicator field in the ESH, and/or the Construction Record is set to one (1) to denote test data; zero (0) denotes operational data.  The Message Type Field in the EDOS Ground Message Header will indicate if the nature of the message, operational or test.

7.4.4

 seq head4 \r0 \h 

 seq head5 \r0 \h 
All IP addresses will be exchanged by VDS or email between the DAAC and EDOS prior to any testing.

Section 8

 seq head2 \r0 \h 

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 

 seq figs \r0 \h 

 seq table \r0 \h .
Points-of-Contact

8.1

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
General

Verbal communication is available with EDOS seven days a week, 24 hours a day to discuss revisions to the Operations Agreement, discuss special requirements, to facilitate real-time fault isolation, and to coordinate tests.  The VDS will be available between EDOS and the SDPS for voice communications.

8.2

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDOS Points-of-Contact

8.2.1

 seq head4 \r0 \h 

 seq head5 \r0 \h 
EDOS personnel should be called for data-related troubleshooting.  An EDOS analyst will be available seven days a week, 24 hours a day via black phone or direct voice via the VDS.

Attention EDOS Analysts:

Telephone Number
301-614-5525
Fax Number

TBS
e-mail Address

edosops@gsfc.nasa.gov

8.2.2

 seq head4 \r0 \h 

 seq head5 \r0 \h 
The EDOS Operations Manager should be contacted for changes to this agreement or to discuss special requirements not addressed herein.

Attention EDOS Facility Manager:

Telephone Number
301-286-3699
Fax Number

301-614-5434
e-mail Address

ReppB@LSKMP002.atsc.allied.com

8.3

 seq head3 \r0 \h 

 seq head4 \r0 \h 

 seq head5 \r0 \h 
DAAC Points-of-Contact

DAAC personnel should be called for data-related troubleshooting.  A DAAC analyst will be available seven days a week, 24 hours a day via black phone or VDS.  

a.
GSFC DAAC.  The GSFC DAAC Manager should be contacted for changes to this agreement or to discuss special requirements not addressed herein.

Attention GSFC DAAC Manager:

Telephone Number

TBS
Fax Number


TBS
e-mail Address

TBS

b.
LaRC DAAC.  The LaRC DAAC Manager should be contacted for changes to this agreement or to discuss special requirements not addressed herein.

Attention LaRC DAAC Manager:

Telephone Number

TBS
Fax Number


TBS
e-mail Address

TBS

c.  LATIS DAAC.  The LATIS DAAC Manager should be contacted for changes to this agreement or to discuss special requirements not addressed herein.

Attention LATIS Manager:

Telephone Number

TBS
Fax Number


TBS
e-mail Address

TBS

Appendix A.  SDPS AM-1 Service Request Forms

This appendix contains the templates for the Service Request forms for the GSFC and LaRC DAACs.

GSFC DAAC AM-1 Service Request Form (1 of 2)

Requester’s Name:   _________(______________________________________
Execution Start Date/Time (GMT):   ________(__________________________

Delivery Service Changes

Delivery
Service

(
Product

(
Contents
Deliver    (Y or N)

(



VCID
   (                 APID


Science PDS
MODIS - Science & Engineering and Memory Dump
42 = x’2A’
Any single APID from 64 = x’40’ through 127 = x’7F’


Non-science

PDS
Merged Housekeeping
1= x’1’
1= x’1’



Merged Housekeeping
11 = x’B’
1 = x’1’



Health and Safety
2 = x’2’
2 = x’2’



Standby
2 = x’2’
5 = x’5’



16 Kbps Diagnostic
3 = x’3’
3 = x’3’



1 Kbps Diagnostic
3 = x’3’
6 = x’6’



Ancillary
11 = x’B’
4 = x’4’


Address Changes:
   (
EDS Delivery:
:Data Server:

FTP IP Address _______________________________
Host Name  __________________________________
User ID  _____________________________________
Password  ___________________________________
Operational/Test  ______________________________
SCID  _______________________________________


EDS Delivery Record:

:Data Server:

FTP IP Address _______________________________
Host Name  __________________________________
User ID  _____________________________________
Password  ___________________________________
Operational/Test  ______________________________
SCID  _______________________________________


GSFC DAAC AM-1 Service Request Form (2 of 2)

Requester’s Name:  _________(________________________________________
Execution Start  Date/Time  (GMT):  ____(________________________________
Address Changes (cont’d)
(
PDS Delivery:

:Data Server:

FTP IP Address  _____________________________
Host Name  _________________________________
User ID  ____________________________________
Password  __________________________________
Operational/Test  _____________________________
SCID  ______________________________________

PDS Delivery Record:
:Data Server:

FTP IP Address  ______________________________
Host Name  __________________________________
User ID  _____________________________________
Password  ___________________________________
Operational/Test  ______________________________
SCID  ______________________________________

Request for Archived PDS:
(
Use the appropriate table according to the type of search desired.

PDS-ID Search?

Number of PDS-IDs to include:

PDS-ID(s):

Spacecraft Time Based Search?

Start Spacecraft time:

End Spacecraft time:

APID(s) in data set:

LaRC/LATIS DAAC AM-1 Service Request Form (1 of 2)

Requester’s Name:  ______________(________________________________
Execution Start  Date/Time  (GMT):  _______(__________________________
Delivery    Service

(
Product

(
 Contents                                       
Deliver
(Y or N)

(



VCID
   (             APID



MOPITT Science
11 = x’B’
192 = x’C0’



MOPITT Engineering
11 = x’B’
193 = x’C1’



MOPITT Test
11 = x’B’
194 = x’C2’



MOPITT Burst
11 = x’B’
195= x”C3



MOPITT Table
11 = x’B’
196= x”C4


Science

PDS
CERES Fore Science
11 = x’B’
131 = x’83’



CERES Fore Calibration
11 = x’B’
132 = x’84’



CERES Fore Diagnostic
11 = x’B’
133 = x’85’



CERES Aft Science
11 = x’B’
167 = x’A7’



CERES Aft Calibration
11 = x’B’
168 = x’A8’



CERES Aft Diagnostic
11 = x’B’
169 = x’A9’



MISR CCD Science
41 = x’29’
320 = x’140’



MISR CCD Science
41 = x’29’
323 = x’143’



MISR CCD Science
41 = x’29’
325 = x’145’



MISR CCD Science
41 = x’29’
326 = x’146’



MISR CCD Science
41 = x’29’
329 = x’149’



MISR CCD Science
41 = x’29’
330 = x’14A’



MISR CCD Science
41 = x’29’
332 = x’14C’



MISR CCD Science
41 = x’29’
335 = x’14F’



MISR CCD Science
41 = x’29’
337 = x’151’



MISR CCD Calibration
41 = x’29’
340 = x’154’



MISR CCD Calibration
41 = x’29’
343 = x’157’



MISR CCD Calibration
41 = x’29’
344 = x’158’



MISR CCD Calibration
41 = x’29’
347 = x’15B’



MISR CCD Calibration
41 = x’29’
349 = x’15D’



MISR CCD Calibration
41 = x’29’
350 = x’15E’



MISR CCD Calibration
41 = x’29’
353 = x’161’



MISR CCD Calibration
41 = x’29’
354 = x’162’



MISR CCD Calibration
41 = x’29’
356 = x’164’



MISR Engineering
41 = x’29’
338 = x’152’



MISR On Board Calib
41 = x’29’
359 = x’167’



MISR Motor
41 = x’29’
365 = x’169’



MISR Test
41 = x’29’
360 = x’168’



MISR Out of Sync
41 = x’29’
373=x'175'



MISR Out of Sync
41 = x’29’
374=x'176'



MISR Out of Sync
41 = x’29’
378=x'17A'



MISR Out of Sync
41 = x’29’
380=x'17C'


Address Changes:       (

     

EDS Delivery:  




:Data Server:

FTP IP  Address_____________________________
Host Name  _________________________________
User ID  ____________________________________
Password  __________________________________
Operational/Test  _____________________________
SCID  ______________________________________

LaRC/LATIS DAAC AM-1 Service Request Form (2 of 2)

Requester’s Name: ______________________(______________________________
Execution Start Date/Time  (GMT):  _____(_________________________________
Address Changes (cont’d):     (
EDS Delivery Record:
:Data Server:


FTP IP Address  _____________________________
Host Name  _________________________________
User ID  ____________________________________
Password  __________________________________
Operational/Test  _____________________________
SCID  ______________________________________

PDS Delivery:





:Data Server:

FTP IP Address  _____________________________
Host Name  _________________________________
User ID  ____________________________________
Password  __________________________________
Operational/Test  _____________________________
SCID  ______________________________________

PDS Delivery Record:

:Data Server:


FTP IP Address  _____________________________
Host Name  _________________________________
User ID  ____________________________________
Password  __________________________________
Operational/Test  _____________________________
SCID  ______________________________________

Request for Archived PDS:

(
Use the appropriate table according to the type of search desired.

PDS-ID Search?

Number of PDS-IDs to include:

PDS-ID(s):

Spacecraft Time Based Search?

Start Spacecraft time:

End Spacecraft time:

APID(s) in data set:
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Figure A-1.  Service Request (SR) Process Flow Diagram

Service Request

EDOS will provide the GSFC and LaRC DAACs with Service Request templates appropriate to each DAAC.  (TBR)

(
Requester’s Name - Enter the name of the person completing the form.

(
Execution Start Date/Time (GMT) - Enter the date and time (in GMT) the Service Request is to take effect.  The execution start time must be within a three week window from the time of receipt of the Service Request at EDOS.  Format : Julian Day/hh/mm/ss

(
Delivery Service - This column lists the data delivery services (Science PDS and Non-science PDS) provided to the DAACs by EDOS that may be changed via a Service Request.

(
Product - This column describes each product produced by EDOS for delivery.

(
Contents - This column lists the virtual channel and corresponding APID.

(
Deliver (Y or N) - Enter ìYî to add to the EDOS delivery or ìNî to delete from EDOS delivery. EDOS will initially transmit all products until a Service Request is received instructing EDOS to stop the delivery of a particular product.  EDOS will not send this product until a new Service Request is receives indicating the delivery of that product is to be started.  If product delivery must be stopped immediately, the requesting DAAC may contact EDOS via voice to be followed by a Service Request. 

(
Address Changes - Use this area to change addresses for any of the electronic services provided by EDOS.

(
Request for Archived PDS - When requesting an archived PDS, determine if the PDS search is to be conducted based on PDS-ID or spacecraft time, then complete the appropriate table. (One service request per contiguous PDS span request).

Appendix B.  AM-1 Problem Report Forms

This appendix presents the Problem Report forms to be used by the GSFC and LaRC DAACs.  There is a form for each DAAC containing the applicable areas for problem reporting.

GSFC DAAC AM-1 Problem Report Form (1 of 3)

Requester’s Name:  ____(_______________________________________
Date:  ___(___________________________________________________
Non-science PDS Processing Service

Product
(
Contents (Hexadecimal)
(
Problem Encountered
(

Merged Housekeeping
1= x’1’
1= x’1’


Merged Housekeeping
11 = x’B’
1 = x’1’


Health and Safety
2 = x’2’
2 = x’2’


Standby
2 = x’2’
5 = x’5’


16 Kbps Diagnostic
3 = x’3’
3 = x’3’


1 Kbps Diagnostic
3 = x’3’
6 = x’6’


Ancillary
11 = x’B’
4 = x’4’



Spacecraft Start Date/Time:  ______(________



PDS-ID: ___(______
Problem Description:   (
Expedited Processing Service

Product 
(
Contents
(Hexadecimal)
 (
Problem
Encountered
(

MODIS Science & Engineering, and Memory Dump
42 = x’2A’
Any single APID from 64 = x’40’ through 127 = x’7F’


Spacecraft Start Date/Time:  _____(__________




EDS-ID: ___(___
Problem Description:    (
































GSFC DAAC AM-1 Problem Report (2 of 3)

Requester’s Name:  ____(______________________________________
Date:  ______(_______________________________________________
Production Processing Service

Product
(
Contents
Problem Encountered
(


VCID
   (           APID


MODIS Science & Engineering and Memory Dump
42 = x’2A’
Any single APID from 64 = x’40’ through 127 = x’7F’


Spacecraft Start Date/Time:  _______(_________ 

PDS-ID: ___(___
Problem Description:  _____(___________________________________________
___________________________________________________________________


___________________________________________________________________




























EDS Delivery Record Anomaly:
(
EDS-ID ______(______
[image: image7..pict][image: image8..pict]Problem Description:  _________________________________________________
___________________________________________________________________


___________________________________________________________________



























PDS Delivery Record Anomaly:
(
PDS-ID ______(______
Problem Description:  _________________________________________________
___________________________________________________________________


___________________________________________________________________















Archived PDS Tape Anomaly: 

PDS-ID(s):  ___________________
APID(s):  _______________________
Spacecraft time of first packet in first PDS: ______________________________________
Problem Description: ____________________________________________________
___________________________________________________________________


___________________________________________________________________


GSFC DAAC AM-1 Problem Report (3 of 3)

Requester’s Name:  _______(___________________________________
Date:  ________(______________________________________________
Bar Code Anomalies:   

Resend Tape?  _________________ 

PDS-ID:_______________________     APID:_________________________
Problem Description:   





































Archived PDS Tape Shipment Not Received:



PDS-ID(s): 



  APID(s): 





Bar Code: _____________________
Physical Media Unit Delivery Record Anomaly:


PDS-ID: _______________________
Problem Description:   



































 





































LaRC DAAC AM-1 Problem Report (1 of 3)

Requester’s Name:  _____(_____________________________________
Date:  ___________(___________________________________________

Expedited Processing Service

Product
(
Contents
Problem Encountered
(


VCID
    (        APID


MOPITT Science
11 = x’B’
192 = xíC0’


MOPITT Engineering
11 = x’B’
193 = xíC1’


MOPITT Test
11 = x’B’
194 = x’C2’


CERES Fore Science
11 = x’B’
131 = x’83’


CERES Fore Calibration
11 = x’B’
132 = x’84’


CERES Fore Diagnostic
11 = x’B’
133 = x’85’


CERES Aft Science
11 = x’B’
167 = x’A7’


CERES Aft Calibration
11 = x’B’
168 = x’A8’


CERES Aft Diagnostic
11 = x’B’
169 = x’A9’


MISR CCD Science
41 = x’29’
320 = x’140’


MISR CCD Science
41 = x’29’
323 = x’143’


MISR CCD Science
41 = x’29’
325 = x’145’


MISR CCD Science
41 = x’29’
326 = x’146’


MISR CCD Science
41 = x’29’
329 = x’149’


MISR CCD Science
41 = x’29’
330 = x’14A’


MISR CCD Science
41 = x’29’
332 = x’14C’


MISR CCD Science
41 = x’29’
335 = x’14F’


MISR CCD Science
41 = x’29’
337 = x’151’


MISR CCD Calibration
41 = x’29’
340 = x’154’


MISR CCD Calibration
41 = x’29’
343 = x’157’


MISR CCD Calibration
41 = x’29’
344 = x’158’


MISR CCD Calibration
41 = x’29’
347 = x’15B’


MISR CCD Calibration
41 = x’29’
349 = x’15D’


MISR CCD Calibration
41 = x’29’
350 = x’15E’


MISR CCD Calibration
41 = x’29’
353 = x’161’


MISR CCD Calibration
41 = x’29’
354 = x’162’


MISR CCD Calibration
41 = x’29’
356 = x’164’


MISR Engineering
41 = x’29’
338 = x’152’


MISR On Board Calib
41 = x’29’
359 = x’167’


MISR Motor
41 = x’29’
361 = x’169’


MISR Test
41 = x’29’
360 = x’168’


Spacecraft Start Date/Time:  
(

  

EDS-ID:  ___(___

Problem Description:   
(









































LaRC DAAC AM-1 Problem Report (2 of 3)

Requester’s Name:  _____(_____________________________________
Date:  ___________(___________________________________________

Product Processing Service

Product
(
Contents
Problem Encountered
(


VCID
        (              APID


MOPITT Science
11 = x’B’
192 = x’C0’


MOPITT Engineering
11 = x’B’
193 = x’C1’


MOPITT Test
11 = x’B’
194 = x’C2’


CERES Fore Science
11 = x’B’
131 = x’83’


CERES Fore Calibration
11 = x’B’
132 = x’84’


CERES Fore Diagnostic
11 = x’B’
133 = x’85’


CERES Aft Science
11 = x’B’
167 = x’A7’


CERES Aft Calibration
11 = x’B’
168 = x’A8’


CERES Aft Diagnostic
11 = x’B’
169 = x’A9’


MISR CCD Science
41 = x’29’
320 = x’140’


MISR CCD Science
41 = x’29’
323 = x’143’


MISR CCD Science
41 = x’29’
325 = x’145’


MISR CCD Science
41 = x’29’
326 = x’146’


MISR CCD Science
41 = x’29’
329 = x’149’


MISR CCD Science
41 = x’29’
330 = x’14A’


MISR CCD Science
41 = x’29’
332 = x’14C’


MISR CCD Science
41 = x’29’
335 = x’14F’


MISR CCD Science
41 = x’29’
337 = x’151’


MISR CCD Calibration
41 = x’29’
340 = x’154’


MISR CCD Calibration
41 = x’29’
343 = x’157’


MISR CCD Calibration
41 = x’29’
344 = x’158’


MISR CCD Calibration
41 = x’29’
347 = x’15B’


MISR CCD Calibration
41 = x’29’
349 = x’15D’


MISR CCD Calibration
41 = x’29’
350 = x’15E’


MISR CCD Calibration
41 = x’29’
353 = x’161’


MISR CCD Calibration
41 = x’29’
354 = x’162’


MISR CCD Calibration
41 = x’29’
356 = x’164’


MISR Engineering
41 = x’29’
338 = x’152’


MISR On Board Calib
41 = x’29’
359 = x’167’


MISR Motor
41 = x’29’
361 = x’169’


MISR Test
41 = x’29’
360 = x’168’


Spacecraft Start Date/Time:  


  

PDS-ID:  __________
Problem Description:   
(



































LaRC DAAC AM-1 Problem Report (Page 3 of 3)

Requester’s Name:  _____(_____________________________________
Date:  ___________(___________________________________________

EDS Delivery Record Anomaly:
 (
EDS-ID:  ____(________
Problem Description:   





































PDS Delivery Record Anomaly:   (
PDS-ID:  ___(_________

Problem Description:   




































Archived PDS Tape Anomaly:


PDS-ID(s): 




  APID(s): 




Spacecraft time of first packet in first PDS:  _________________________________

Problem Description: 





































Bar Code Anomalies:
Resend Tape?  _________________ 

PDS-ID:  ______________________   APID:  __________ _______________

Problem Description:   





































Archived PDS Tape Shipment Not Received:



PDS-ID(s): 



  APID(s):   





Bar Code: _____________________
Physical Media Unit Delivery Record Anomaly:


PDS-ID:  _______________________
Problem Description:   






































 Figure B-1.  Problem Report (PR) Process Flow Diagram (1 of 2)

Figure B-1.  Problem Report (PR) Process Flow Diagram (2 of 2)



AM-1 Problem Report Analysis Sheet

EDOS Analyst:  _______________________    Date:    ___________                           

Analysis: 





















Recommendation:









































Problem Report

The Problem Report form is to be used by the DAACs to report data transmission or product anomalies to EDOS.  It is also used to report tape anomalies or missing tape shipments to EDOS. The reporting DAAC should only fill out the page pertaining to the problem.  It is not necessary to send EDOS the entire Problem Report for each problem encountered.

(
DAAC Requester - Indicate with an “X” the location of the DAAC reporting the problem.  

(
Requester’s Name - Enter the name of the person completing the form.

(
Date - Enter the date the problem is being reported.

(
Product - This column describes each service product produced by EDOS for delivery.  There are areas for Non-science PDS, EDS, and Science PDS Processing services.

(
Contents (Hexadecimal) - This columns lists the service virtual channel and corresponding APID.

(
Problem Encountered? - Enter “Y” to indicate if a problem was encountered for that service product and particular contents. (VC/APID).

(
Spacecraft Start Date/Time - Enter the spacecraft start date and time for the affected service data.

(
EDS-ID/PDS-ID - Indicate the EDS/PDS Identifier (ID) of the EDS/PDS that encountered a problem.

(
Problem Description - Enter a description of the problem encountered.

(
EDS/PDS Delivery Record Anomaly - This area of the problem report should be used to indicate problems with the EDS/PDS Delivery Record.


EDS-ID/PDS-ID - Indicate the EDS/PDS Identifier (ID) of the EDS/PDS that encountered a problem.

Problem Description - Enter a description of the problem encountered.

Archived PDS Tape Anomaly - This area of the problem report is to report problems with archived PDS tapes.

PDS-ID - Indicate the PDS Identifier (ID) of the PDS on the archive tape with a problem.

APID(s) - Enter the APID(s) of the Production data on the tape with the anomaly.

Spacecraft time of first packet in first PDS - Enter the spacecraft time of the first packet in the first PDS on the archive tape containing an anomaly.

Problem Decription - Enter a description of the Archived PDS data tape problem encountered.

Bar Code Anomalies  - Indicate with a “Y” if there was a problem with the bar code.

Resend Tape? - Indicate either “Yes” or “No” if the archive tape should be resent.

PDS-ID - Indicate the PDS-ID(s) of the data on the tape.

APID - Indicate the APID of the data on the tape.

Problem Description - Enter a description of the bar code anomaly.

Archived PDS Tape Shipment not Received - Use this area of the Problem Report to report a tape shipment not received.

PDS-ID - Indicate the PDS-ID(s) of the data not received.

APID(s) - Indicate the APID(s) of the data not received.

Bar Code - Indicate the bar code (from the Delivery Record) of the tape not received.

Physical Media Unit Delivery Record Anomaly - Use this area of the Problem Report to report delivery record anomalies.

PDS-ID - Indicate the PDS-ID of the PDSs the delivery record refers to.

Problem Description - Enter a description of the Delivery Record Anomaly.

Abbreviations and Acronymstc "Abbreviations and Acronyms"

tc "Abbreviations and Acronyms"
AM-1
First Spacecraft of the Morning Series

APID
Application Process Identifier

ASTER
Advanced Spaceborne Thermal Emission and Reflection Radiometer

CCSDS
Consultative Committee for Space Data Systems

CERES
Clouds and Earth’s Radiant Energy System

CCB
Configuration Control Board

CCR
Configuration Change Request

DAAC
Distributed Active Archive Center

DAF
Data Archive Facility

DCN
Document Change Notice

DEDS
DAAC to EDOS Data Set

EBnet
EOS Backbone Network

ECS
EOSDIS Core System

EDOS
EOS Data and Operations System

EDC
EROS Data Center

EDS
Expedited Data Set

EGS
EOS Ground System

e-mail
electronic mail delivery

EOC
EOS Operations Center 

EOSDIS
EOS Data and Information System

ESDIS
Earth Science and Information System

FTP
File Transfer Protocol

GB
GigaByte

GMT
Greenwich Mean Time

GSFC
Goddard Space Flight Center

GSIF
Ground Station Interface Facility

ICD
Interface Control Document

IT&V
Integration, Test and Verifcation

LaRC
Langley Research Center

LZPF
Level Zero Processing Facility

MISR
Multi-Angle Imaging Spectro-Radiometer

MO&DSD
Mission Operations and Data Systems Directorate

MODIS
Moderate-Resolution Imaging Spectrometer

MOPITT
Measurement of Pollution in the Troposphere

OA
Operations Agreement

PDS
Production Data Set

RFC
Request for Comment

SCS
Spacecraft Contract Session

SDPS
Science and Data Processing Segment

SDU
Service Data Unit

SEF
Sustaining Engineering Facility

SN
Space Network

SWIR
Short-wavelength Infrared Radiometer

TBR
To Be Resolved

TBS
To Be Supplied

TCP
Transmission Control Protocol

TIR
Thermal Infrared Radiometer

VC
Virtual Channel

VNIR
Visible and Near Infrared Radiometer

WSC
White Sands Complex

WSGTU
White Sands Ground Terminal Upgrade

510-OA-EDOS/SDPS
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Operations Agreement Between the Earth Observing System (EOS)�Data and Operations System (EDOS) and the EOS Data and Information�System (EOSDIS) Core System (ECS) Science and Data Processing Segment (SDPS)
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