
ORE-35 Ingest Server Failover
The ingest server failover design arises from the availability requirements against ECS functional components.  Specifically, the requirements are: 1)EOSD3700, “ECS functions shall have an operational availability of 0.96 at a minimum (.998 design goal) and an MDT of four (4) hours or less (1.5 hour design goal), unless otherwise specified.

The ingest server failover design is intended for use in case of server hardware failure or a failure of the server’s communication interface.  The failover scheme can also be employed to switch to the backup server operation for maintenance or software upgrade purposes.

Section 1 – Introduction

This section describes the structure and intent of this Operational Readiness Exercise (ORE).  The time period and geographical location of the conduct of this ORE spans several days and several NASA facilities, respectively.  In order to clearly identify all assumptions, configurations, exercise steps and expectations, the following high level description of this ORE is identified:

· Section 1 – Introduction: This section briefly describes this structure of this ORE by high level section.  This ORE is complex in that it spans time (several days) and geographic locations (NASA ECS DAAC facilities). 

· Section 2 – Overview: This section briefly describes the failover design/architecture and general systemic/design assumptions.
· Section 3 – Environment Setup:  This section describes the functionality, configuration and specific steps which need to be conducted prior to, or upon arrival of the GDAAC Failover Test Engineer.

· Section 4 – On Site Test Scenario:  This section describes the test scenario which would be conducted upon arrival of the GDAAC Failover Test Engineer at the DAAC site.  This section includes arrival assumptions, pretest set up, and actual test execution to include specific steps. 

· Section 5 – Post Test Analysis:  This section identifies any Post Test Analysis and Reporting which needs to be conducted prior to the GDAAC Failover Test Engineer leaving the specific  DAAC site.
Section 2 – Overview

This section briefly describes the failover design/architecture and general systemic/design assumptions.

2.1.  Design Overview

The ingest server failover design arises from the availability requirements against ECS functional components.  Specifically, the requirements are: 1)EOSD3700, “ECS functions shall have an operational availability of 0.96 at a minimum (.998 design goal) and an MDT of four (4) hours or less (1.5 hour design goal), unless otherwise specified.

The ingest server failover design is intended for use in case of server hardware failure or a failure of the server’s communication interface.  The failover scheme can also be employed to switch to the backup server operation for maintenance. 

The functional components of the archive, or Hardware Configuration Items (HWCIs), affected are the Access Control and Management HWCI, the Working Storage HWCI, the Data Repository HWCI, and the Ingest HWCI.  Failover scheme groups the Working Storage hardware component, when present, with the Data Repository hardware. For each of the failover functional groups, this document describes the overall failover functionality, configuration requirements and, finally, the actual failover and failback procedures.

2.2 Ingest HWCI

The Ingest hardware component consists of a pair of Silicon Graphics Incorporated (SGI) Challenge class servers. One of the servers is normally playing a primary role and the second one a secondary.  Figure 2.2-1, Ingest Failover Pair, illustrates the hardware configuration.
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Figure 2.2-1.  Ingest Failover Pair

Both hosts are physically connected to the RAID in a “Dual-Bus/Dual-Initiator Configuration”.  Only one of the hosts is actively addressing the RAID at any one time.  To simplify the operations, the same host is always considered to be a “normally primary host”.  That is, in operation, that host is in the primary configuration at all times and is performing ECS ingest functions, except for the brief time periods for repair or upgrades.  The secondary host may be used at the same time for other tasks or testing with two significant restrictions:  1) ECS functional configuration, COTS software products must remain intact and in sink with the primary host, and 2) dual connected RAID is not available for use by the secondary host.  Any attempt to address (read or write) dual connected RAID from the secondary machine may result in disk corruption.  Switching control of the RAID from the normally primary to the normally secondary host is done through a failover procedure.  Failback procedure is exercised when the RAID control is switched back from the normally secondary to the normally primary host.  Both failover and failback involve 1) switching of ownership of RAID, 2) switching of all external network mounts and interfaces.  FDDI network switchover uses an alias ip mechanism.  HIPPI network switchover is accomplished via manual switch as identified in Appendix A of this ORE.

2.3  Ingest Failover Configuration

Aside from the dual physical connection of the RAID, a number of specific changes must be made to the host system, network, and peripheral device configuration.  The following are detailed step-by-step instructions on configuring a pair of Ingest hosts for Failover/Failback.  It is assumed that the initial equipment configuration consists of a “normally primary” Ingest host, RAID disk partitioned as specified in the current ECS project Baseline and attached to the “normally primary” host only.  The “normally secondary” Ingest host has no RAID disk attached.  Both hosts have an identical hardware complement, identically prepared RAID configuration, and their internal disks are loaded identically with the same complement of ECS Custom and COTS code per appropriate ECS Baseline.

Section 3 – Environment Setup 

This section describes the functionality, configuration and specific steps which need to be conducted prior to, or upon arrival of the GDAAC Failover Test Engineer.

3.1 Installation Assumptions

· xxicg01 and xxicg02 are both operational, available on the network, and at the correct baseline operations level to include: file system, COTS and any other relevant software/hardware configuration item

· Virtual hostnames have been assigned IP addresses and have been configured in DNS to support IP aliasing. 

· OPS Mode is operational and able to ingest data.

· All associated ingest file systems have been backed up.

3.2 Implementation of IP Aliases for xxicg01 and xxicg02

3.2.1  Get a list of virtual host IP addresses for the site from the network administrator.  NOTE: These virtual IPs should already have a DNS entry.  It is recommended that the IP address have the same network number and subnet mask as the primary interface on the system.

  The following is an example of the hostname and IP addresses used for g0icg01:


primary hostname:  g0icg01.gsfcb.ecs.nasa.gov


primary IPaddress: 198.118.211.38


virtual hostname : gvicgaa.gsfcb.ecs.nasa.gov


virtual IP address: 198.118.211.40

3.2.2 Login as root on both the primary and secondary hosts (xxicg01/xxicg02).

3.2.3 Using an editor such as vi, add the virtual IP address and hostname to the file /etc/hosts on both primary and secondary hosts (xxicg01/xxicg02).  As an example, the following line was added to /etc/hosts on g0icg01and on g0icg02:

198.118.211.40 gvicgaa.gsfcb.ecs.nasa.gov  gvicgaa

3.2.4 Since irix 6.2 does not support a chkconfig flag for IP aliasing we will have to emulate this function by manual manipulation of the  /etc/config/ipaliases.options file. This will be accomplished from within the failover scripts.   

Please enter the following:

Table 3.2.4-1

Step 
Action

1
mkdir failover

2
cd failover

3
mkdir scripts

4
mkdir files

3.2.5  On both servers copy  /etc/config/ipaliases.options to /etc/config/ipaliases.off. In its default form the /etc/config/ipaliases.options file will be the absent of any network interface entries that would enable ipaliasing.  Thus /etc/config/ipaliases.off will be used by the failover scripts to disable ipaliasing.  Next copy /etc/config/ipaliases.options to /etc/config/ipaliases.on, this new file will be modified and will be used to enable ipaliasing.

3.2.6  Using an editor such as vi, add the ingest virtual IP address and hostname to the file /etc/config/ipaliases.on. Refer to the comments in the file /etc/config/ipaliases.on for information on determining the network interface, netmask, and broadcast values.

The following line was added as an example to /etc/config/ipaliases.on file on g0icg01and g0icg02:

ipg0 gvicgaa netmask 0xffffffe0 broadcast 198.118.210.40

3.2.7  Now there are three /etc/config/ipaliases.*  files. On both the primary and secondary hosts, move (mv) /etc/config/ipaliases.on to /failover/files/ipaliases.on.  Also, move (mv) /etc/config/ipaliases.off to /failover/files/ipaliases.off.   To test ipaliasing on the primary host, remove the default /etc/config/ipaliases.options file and copy  /failover/files/ipaliases.on to /etc/config/ipaliases.options.    NOTE: DO NOT perform this step on the secondary host. 

Execute the following command as root “/etc/init.d/aliases-ip start”. After execution, if everything is in order the command will result in the following response:

Adding alias ( IP Address of the virtual host) XXX.XXX.XXX.XXX to interface (primary FIDDI Interface) xxxx

3.2.8  To terminate ipaliasing execute the following command as root 

“/etc/init.d/aliases-ip stop”

After execution, if everything is in order, the command will result in the following response:

Deleting alias XXX.XXX.XXX.XXX to interface xxxx

3.2.9  After successful testing ipaliasing on both machines enable and start ipaliasing on the primary and leave it running.

3.3 Implement CCR XXX that will change ECS baseline directory structure for all ingest nfs clients.

· ECS configure files.

· OPS Group t test new configuration for ECS code.

Section 4 – On Site Test Scenario 

This section describes the test scenario which would be conducted upon arrival of the GDAAC Failover Test Engineer at the DAAC site.  This section includes arrival assumptions, pretest set up, and actual test execution to include specific steps. 

4.1 Arrival Assumptions 

· OPS Mode is successfully operating using virtual hosts for the ingest of data.

· Full authority to shut down and reconfigure both primary and secondary ingest hosts to begin hardware configurations

· Full backup of all file systems to an ingest that has been completed.

4.2 Pre Test Setup

4.2.1 Installation of Drives

Install two 4 GB drives into available slots on the ingest RAID chassis and bind as a RAID 1 LUN.

Install one 9 GB drive into a slot in the sun chassis and bind as a spare.

4.2.2  Migrate ECS code to newly installed disk using the following steps.

4.2.2.1  Commands for Cloning the Data Disk.  The following table contains instructions for moving the ECS code from internal disk to RAID shared disk.  These instructions are for use with a xfs file system.  In the following example, the old disk partition is /data1 which will be copied to a new disk partition (under xlv control) /dev/dsk/xlv/data and mounted as /data2.

Table 4.2.1.1-1: Commands for Cloning the Data Disk

Step #
Action

1
Use fx to partition the new RAID lun as an option disk.  (NO LOG PLEASE)

# fx –x

dksc

controller 4

drive

lun 

> r to repartition

> o as an option drive

xfs as the file system type

no –for no log drive

y to continue

>..(dot dot) to move up one level

> label/sync to save

>exit

2
Type hostname hostname i.e. (hostname g0icg01).

3
Create an xlv volume name data:

# xlv_make

· vol data

· data

· ve/dev/dsk/dks1d4s7

· end

· exit

yes to dreate the volume

4
Create a new file system on the option disk (mkfs_xfs /dev/dsk/xlv/data2 ).

5
Create a mount point for the new drive ( mkdir /data2 ).

6
Mount the partition ( mount /dev/dsk/xlv/data2 /data2 ).

7
Add the following line to /etc/fstab

/dev/dsk/xlv/data2  /data2  xfs rw 0 0

8
Make ECS directories:

mkdir /data2/OPS

mkdir /data2/TS1

mkdir /data2/TS2

mkdir /data2/SHARED

9
Copy ECS Code from data1

cd /data/OPS

Find CUSTOM –local –depth 1

Cpio –pdmuv /data2/OPS

cd /data/TS1

Find CUSTOM –local –depth 1

Cpio –pdmuv /data2/TS1

cd /data/TS2

Find CUSTOM –local –depth 1

Cpio –pdmuv /data2/TS2

cd /data/SHARED

Find CUSTOM –local –depth 1

Cpio –pdmuv /data2/SHARED



10
Disable ECS Code on /data1

mv /data1/OPS/CUSTOM    /data1/OPS/custom

mv /data1/TS1/CUSTOM    /data1/TS1/custom

mv /data1/TS2/CUSTOM    /data1/TS2/custom

mv /data1/SHARED/CUSTOM    /data1/SHARED/custom

11
Enable ECS code on /data2

cd  /data1/OPS

ln –s /data2/OPS/CUSTOM    CUSTOM

cd  /data1/TS1

ln –s /data2/TS1/CUSTOM    CUSTOM

cd  /data1/TS2

ln –s /data2/TS2/CUSTOM    CUSTOM

cd  /data1/SHARED

ln –s /data2/SHARED/CUSTOM    CUSTOM

12
Reboot the server to ensure the disks function properly

13
Bring up the Ingest and test in the OPS mode.

14
If successful, bring down the ECS code.

4.2.2.2 Implement Ingest Virtual Host Configuration

Table 4.2.2.2-1

Step 
Action

1
cd /usr/ecs/OPS/CUSTOM/icl

2
mv g0icg01  g0icg01,old

3
mkdir a



4
cd a

5
ln –s  /L0_buffer/OPS/icl   data

4.2.3 Secondary Host Setup.  

APPLY POWER TO THE SECONDARY HOST ONLY

4.2.3.1 Boot secondary host into single user mode by executing the following commands

· setenv scsihostid 7

· printenv scsihostid  (should return value of 7 )

NOTE:  This new scsihost can not be used by any other scsi device attached to this host, otherwise scsi conflicts will occur.
4.2.3.2 Shutdown secondary host and reboot to single user mode.

· printenv scsihostid  (should return value of 7 )

· cd /dev
· MAKEDEV_scsi
· MAKEDEV_dks
NOTE:  This will build all devise files needed for RAID LUNS on the secondary host.
4.2.4 Sybase Setup

The following table identifies the steps to conduct the Sybase setup.

Table 4.2.3-1: Sybase Setup

Step
Action

1
From the primary host, create a tar file of the whole sybase directory.

cd  /usr/ecs/OPS/COTS

tar –cvf sybase.tar sybase

ftp sybase tar to the secondary machine.  Before untarring this tar file, backup the sybase directory.

2
cd /usr/ecs/OPS/COTS

3
tar –cvf sybase_old.tar sybase

4
ftp to primary and get sybase.tar

5
Remove old sybase directory

6
tar –xfr sybase.tar

7
Edit interfaces file – to point the machine name to the secondary (local machine)

8
Verify all disks are owned by sybase

9
Pull the control tab, if any.

10
Unlink the starup to sybase on both machines during the setup and test process.  (Relink when everything is OK)

· telnet to the automount host machine

· cd /automount/…/sybaseOC/sgi

· create 2 interface files

One interface file must have the sql server pointing to the primary machine.  The second one must be set to point to the failover machine.  Depending on which machine you are running from, this interface file must be set to the right one.



12
The following are steps to be used if you are connected to g0icg01 
a) telnet to g0mss10

b) Login as root

c) cd /automnt/tools/sybaseOC/vl1.1.1/sgi

d) cp interfaces_g0icg01 interfaces

e) cd /automnt/tools/sybaseOC/vl1/1/0/sun5.5

f) cp interface_g0icg01 interfaces



13
The following are steps to be used if you are connected to g0icg02 
a) telnet to g0mss10

b) Login as root

c) cd /automnt/tools/sybaseOC/vl1.1.1/sgi

d) cp interfaces_g0icg02 interfaces

e) cd /automnt/tools/sybaseOC/vl1/1/0/sun5.5

f) cp interface_g0icg02 interfaces



14
ftp the startup script from primary to the secondary and notify to hard code the machine name in the secondary.

15
Always start up the sybase sql server manually until it’s tested error free.  Verify the error logs that all disk partitions were initialized correctly.

4.3 Test Execution
The test execution will be conducted in two parts by the Operations Controller.  Part I will be the failover to g0icg02.  Part II will be the failback to g0icg01.

4.3.2 Execute the following steps to conduct a failover to g0icg02.

· Execute as ROOT on g0icg02   /failover/scripts/failover_to_icg02

· Execute as ROOT on g0mss10  /tools/admin/scripts/Failover_to_g0icg01_CDS.csh

· Execute steps contained in Appendix A of this ORE (HiPPI Failover Procedure).

· For GDAAC: Call ext 4-5506 and ask Tom S. to flush IP address 198.118.211.40.  For other DAACs the specifics must be gathered prior to GDAAC Ingest Test Engineer departure to specified DAAC facility.

· Start Subagent, Genproxy and ECS Custom code on g0icg02.

4.3.3 Execute the following steps to conduct a failback to g0icg01

· Stop all ingest processing and bring down all ECS code on g0icg02.

· Execute as ROOT on g0icg02  /failover/scripts/failback_to_ocg01.

· Execute as ROOT on g0icg01 /failover/scripts/resume_prime.icg

· Execute steps contained in Appendix A of this ORE (HiPPI Failover Procedure).

· Once virtual IP is down, (for GDAAC) call ext 4-5506 and ask Tom S. to flush IP address 198.118.211.40.  For other DAACs the specifics must be gathered prior to GDAAC Ingest Test Engineer departure to specified DAAC facility.

· Execute as ROOT on g0mss10   /tools/admin/scripts/Failover_to_g0icg01_CDS.csh

· Start Subagent, Genproxy and ECS Custom code on g0icg01.

Section 5 – Post Test Analysis

TBD

Appendix A: ORE-35 ECS Archive Server Hardware Failover 

HiPPI Failover Procedure

Introduction

The steps in this procedure are to be used when SGI hosts, which are attached to the HiPPI network, failover to their backup host.  This procedure covers the GSFC, EDC, and LaRC DAACs.

These steps should be integrated into an overall failover reconfiguration procedure.

1.0 GSFC DAAC

1.1 ACG Failover

1.1.1 Switchover from g0acg01h to g0acg05h

a. On g0acg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 6 7”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On g0acg05h, re-configure its HiPPI interface to assume the IP address of g0acg01h by executing the “ifconfig hip0 inet 192.168.1.7” command.

At this point, g0acg05h should be communicating with the other HiPPI attached hosts as if it were g0acg01h.

1.1.2 Switch Back from g0acg05h to g0acg01h

a. On g0acg05h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.1.8” command.

b. On g0acg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 6 6”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, g0acg01h should again be communicating with the other HiPPI attached hosts.

1.2 DRG Failover

1.2.1.1 Switchover from g0drg01h to g0drg07h

a. On g0drg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 3 5”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On g0drg07h, re-configure its HiPPI interface to assume the IP address of g0drg01h by executing the “ifconfig hip0 inet 192.168.1.4” command.

At this point, g0drg07h should be communicating with the other HiPPI attached hosts as if it were g0drg01h.

1.2.1.2 Switch Back from g0drg07h to g0drg01h

a. On g0drg07h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.1.6” command.

b. On g0drg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 3 3”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, g0drg01h should again be communicating with the other HiPPI attached hosts.

1.2.2.1 Switchover from g0drg02h to g0drg07h

a. On g0drg02h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 4 5”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On g0drg07h, re-configure its HiPPI interface to assume the IP address of g0acg02h by executing the “ifconfig hip0 inet 192.168.1.5” command.

At this point, g0drg07h should be communicating with the other HiPPI attached hosts as if it were g0drg02h.

1.2.2.2 Switch Back from g0drg07h to g0drg02h

a. On g0drg07h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.1.6” command.

b. On g0drg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 4 4”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, g0drg02h should again be communicating with the other HiPPI attached hosts.

1.3 WKG Failover

1.3.1 Switchover from g0wkg01h to g0drg07h

a. On g0wkg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 2 5”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On g0drg07h, re-configure its HiPPI interface to assume the IP address of g0wkg01h by executing the “ifconfig hip0 inet 192.168.1.3” command.

At this point, g0drg07h should be communicating with the other HiPPI attached hosts as if it were g0wkg01h.

1.3.2 Switch Back from g0drg07h to g0wkg01h

a. On g0drg07h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.1.6” command.

b. On g0wkg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 2 2”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, g0wkg01h should again be communicating with the other HiPPI attached hosts.

2.0 EDC DAC

2.1 ACG Failover

2.1.1 Switchover from e0acg01h to e0acg02h

a. On e0acg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 7 8”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On e0acg02h, re-configure its HiPPI interface to assume the IP address of e0acg01h by executing the “ifconfig hip0 inet 192.168.3.8” command.

At this point, e0acg02h should be communicating with the other HiPPI attached hosts as if it were e0acg01h.

2.1.2 Switch Back from e0acg02h to e0acg01h

a. On e0acg02h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.3.9” command.

b. On e0acg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 7 7”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, e0acg01h should again be communicating with the other HiPPI attached hosts.

2.2 DRG Failover

2.2.1.1 Switchover from e0drg01h to e0drg05h

a. On e0drg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 5 9”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On e0drg05h, re-configure its HiPPI interface to assume the IP address of e0drg01h by executing the “ifconfig hip0 inet 192.168.3.6” command.

At this point, e0drg05h should be communicating with the other HiPPI attached hosts as if it were e0drg01h.

2.2.1.2 Switch Back from e0drg05h to e0drg01h

a. On e0drg05h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.3.10” command.

b. On eg0drg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 5 5”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, e0drg01h should again be communicating with the other HiPPI attached hosts.

2.2.2.1 Switchover from e0drg02h to e0drg05h

a. On e0drg02h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 6 9”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On e0drg05h, re-configure its HiPPI interface to assume the IP address of e0drg02h by executing the “ifconfig hip0 inet 192.168.3.7” command.

At this point, g0drg07h should be communicating with the other HiPPI attached hosts as if it were g0drg02h.

2.2.2.2 Switch Back from e0drg05h to e0drg02h

a. On e0drg05h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.3.10” command.

b. On e0drg02h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 6 6”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, e0drg02h should again be communicating with the other HiPPI attached hosts.

2.3 WKG Failover

2.3.1 Switchover from e0wkg01h to e0drg05h

a. On e0wkg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 4 9”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On e0drg05h, re-configure its HiPPI interface to assume the IP address of e0wkg01h by executing the “ifconfig hip0 inet 192.168.3.5” command.

At this point, e0drg05h should be communicating with the other HiPPI attached hosts as if it were e0wkg01h.

2.3.2 Switch Back from e0drg05h to e0wkg01h

a. On e0drg05h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.3.10” command.

b. On e0wkg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 4 4”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, e0wkg01h should again be communicating with the other HiPPI attached hosts.

2.4 ICG Failover

2.4.1 Switchover from e0icg01h to e0icg02h

a. On e0icg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 10 11”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On e0icg02h, re-configure its HiPPI interface to assume the IP address of e0icg01h by executing the “ifconfig hip0 inet 192.168.3.11” command.

At this point, e0icg02h should be communicating with the other HiPPI attached hosts as if it were e0icg01h.

2.4.2 Switch Back from e0icg02h to e0icg01h

a. On e0icg02h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.3.12” command.

b. On e0icg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 10 10”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, e0icg01h should again be communicating with the other HiPPI attached hosts.

3.0 LaRC DAAC

3.1 ACG Failover

3.1.1 Switchover from l0acg02h to l0acg05h

a. On l0acg02h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 7 6”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On l0acg05h, re-configure its HiPPI interface to assume the IP address of l0acg02h by executing the “ifconfig hip0 inet 192.168.2.8” command.

At this point, l0acg05h should be communicating with the other HiPPI attached hosts as if it were l0acg02h.

3.1.2 Switch Back from l0acg05h to l0acg02h

a. On l0acg05h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.2.7” command.

b. On l0acg02h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 7 7”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, l0acg02h should again be communicating with the other HiPPI attached hosts.

3.2 DRG Failover

3.2.1 Switchover from l0drg01h to l0drg03h

a. On l0drg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 4 5”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On l0drg03h, re-configure its HiPPI interface to assume the IP address of l0drg01h by executing the “ifconfig hip0 inet 192.168.2.5” command.

At this point, l0drg03h should be communicating with the other HiPPI attached hosts as if it were l0drg01h.

3.2.2 Switch Back from l0drg03h to l0drg01h

a. On l0drg03h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.2.6” command.

b. On l0drg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 4 4”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, l0drg01h should again be communicating with the other HiPPI attached hosts.

3.3 WKG Failover

3.3.1 Switchover from l0wkg01h to l0drg03h

a. On l0wkg01h, disable HiPPI interface by executing the “hipcntl hip0 reject” command.

b. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 3 5”

4. Execute command “save h”

5. Log off HiPPI switch.

c. On l0drg03h, re-configure its HiPPI interface to assume the IP address of l0wkg01h by executing the “ifconfig hip0 inet 192.168.2.4” command.

At this point, l0drg03h should be communicating with the other HiPPI attached hosts as if it were l0wkg01h.

3.3.2 Switch Back from l0drg03h to l0wkg01h

a. On l0drg03h, re-configure its HiPPI interface to its own IP address by executing the “ifconfig hip0 inet 192.168.2.6” command.

b. On l0wkg01h, enable HiPPI interface by executing the “hipcntl hip0 accept” command.

c. Re-configure HiPPI switch as follows:

1. Log into HiPPI switch (telnet or connected terminal).

2. Become “system” user.

3. Execute command “set huntgroup 3 3”

4. Execute command “save h”

5. Log off HiPPI switch.

At this point, l0wkg01h should again be communicating with the other HiPPI attached hosts. 

11
ORE-35


