ORE-28 Recovery from Processing and Distribution of “Bad” Data 

ORE-28: Recovery from Processing and Distribution of “Bad” Data. 

This ORE will exercise the following operational scenarios; (1) Recovery from the population of the archive with bad data, and (2) Recovery from the distribution of bad data including sending of lower level MODIS data to EDC and NISDC for further processing.

Exercise Assumptions:

· TBD
ORE Data Sets:

The following Data Sets may  be utilized during this ORE:

Data Set Name
Path Name
Description

ACT

Synthetic PGE used for test case.

AST_LIB



GDAS



AST_ANC



ETS

Synthetic PGE used for test case 

ORE-28 Procedures:

ORE-28: Step-By-Step Procedures

Ad-hoc Reprocessing

Step No.
Position
Input Action
Expected Results

The following servers are also needed for this test:  Subscription Server (g0ins01), Advertising Server (g0ins02), Data Distribution Server (g0dis02) and Science Data Server (g0acs03).  Record current Time and Date.  Record mode used during this test (TS1, TS2, OPS).

0010
Production Monitor
  Login using opsuser and <password> (contact OPS Controller)
A blank screen will appear with several workstation buttons on the bottom of the screen.

0020
Production Monitor
 Rename the workstations by double clicking on the button and changing the names of the workspaces to the following:

DPS

PLS
Workstations that are to be used during this test are named.

0030
Production Monitor
  Invoke an xterm window to log into the Processing (DPS) machine, using the following steps/commands:

· telnet g0sps06
· opsuser
· <password>
The DPS machine is invoked.

0040
Production Monitor
  On the processing machine (DPS), type the following steps/commands:

( setenv DISPLAY <terminal IP address or terminal name>:0.0
( cd /usr/ecs/OPS/CUSTOM/utilities

( xterm –sb –sl 5000 –n “DPS logs”  &
( xterm –sb –sl 5000 –n “Science Processor”  &
( xterm –sb –sl 5000 –n “AutoSys”  &
The Science Processor, DPS logs, and AutoSys xterms are created.

0050
Production Monitor
  In the “Science Processor” xterm, log in to the Science Processor machine:

· telnet g0spg01
· opsuser
· <password>
The tester is logged into the Science Processor machine.

0060
Production Monitor
  Invoke an xterm window to log into the Planning (PLS) machine, using the following steps/commands:

· telnet g0pls01
· opsuser
· <password>
The PLS machine is invoked.

0070
Production Monitor
  Invoke the xterm windows for the Planning processes by using the following steps/commands:

( setenv DISPLAY <terminal IP address or terminal name>:0.0 

( cd /usr/ecs/OPS/CUSTOM/utilities

( xterm –sb –sl 5000 –n “Resource Editor”  &

( xterm –sb –sl 5000 –n “Planning Workbench”  &

( xterm –sb –sl 5000 –n “Database”  &

( xterm –sb –sl 5000 –n “PLS logs”  &

( xterm –sb –sl 5000 –n “Production Request Editor” &
The current environment is set and the Resource Editor, Planning Workbench, Database, PLS logs, Production Request Editor xterm windows are invoked.

0080
Production Monitor
  In the “Production Request Editor” window, use the following steps/commands:
· dce_login opsuser opsuser
The selected window has dce credentials and the .buildrc file has been sourced.

0090
Production Monitor
  In the Production Request window, type:

· klist
The expiration time and date of the dce_login are displayed.

0100
Production Monitor
  Check the database prior to reprocessing.  In the Database xterm, login to the PDPS database to view the current listing of output granules:

· isql –U anonymous –P anonymous D pdps –S g0pls02- srvr
1>  select universalReference, granuleId from PlDataGranuleShort where granuleId like %< output granule>%”
2>  go
The UR is listed, followed by the granule id.  The granule id will be listed as:

AST_09T#00107041997130_ _ _n, where n=0, 1, 2, 3, …

n = granule version.  Look for the most recent granule version.  This represents the last time this granule was reprocessed.  Note the latest granule id.

0110
Production Monitor
  In the Database xterm, login to the PDPS database and make sure that the original Production Request is present:

· isql -Uanonymous -Panonymous
1>  use pdps
2>  go

1>  select dprId from PlDataProcessingRequest
2>  go
Check to see that the original PR is present in the database.

0120
Production Monitor
  Exit the database by typing:
1> quit
The database is exited.

Initiate Request for Reprocessing

0130
Production Monitor
  Verify the Job Management server is up.

=> ps –ef | grep EcDpPrJobMgmt
Job Management server is up.  If not, ask the PDPS lead to bring it up.

0140
Production Monitor
  On the PLS workstation, invoke the Production Request Editor using the following steps/commands:

· cd usr/ecs/OPS/CUSTOM/utilities

· EcPlPRE_IFStart  OPS 
Please note the AP Id that is using during the execution of this test.

The AP Id must be a number between 1 and 5 and must stay consistent throughout the test.
The Production Request Editor is invoked.  (NOTE:  Click “OK” on the error box)

0150
Production Monitor
  Select the “PREdit” tab.
The “PREdit” screen is displayed.

0160
Production Monitor
  Click on the “PGE” button.
The PGE Selection GUI is brought up and displays all of the PGEs.

0170

  Select “<PGE NAME>from the list that is displayed.
“<PGE NAME>” is selected.

0180
Production Monitor
  Select “OK”.
The PGE information that was entered in the previous test is displayed in the Production Request Editor window.

0190
Production Monitor
  Change the Duration/Begin date and time values to

the following:

Begin:  MM/DD/YYYY - HH:MM:SS
The Duration/Begin date and time values are entered.

0200
Production Monitor
  Change the Duration/End date and time values to the following:

Begin: MM/DD/YYYY - HH:MM:SS
The Duration/End date and time values are entered.

0210
Production Monitor
  Click PR Type.
A list appears with the following choices:

Routine, On-demand, and Ad-Hoc Reprocessing

0220
Production Monitor
  Click on Ad-Hoc Reprocessing
The Ad-hoc Reprocessing PR Type screen appears.

0230
Production Monitor
  Click on Add
Reprocessing is added.

0240
Production Monitor
  Click on File => Save As and enter “RE_<PGE NAME>_PR” in the Selection box.
The new file name “RE_<PGE NAME>_PR”  is entered into the database.

0250
Production Monitor
  Click on “OK”.
The Production Request is created successfully and saved to the database.  A pop-up message is displayed indicating “Production Request Explosion into DPRs OK.  1 DPR generated.

0260
Production Monitor
  Click OK on the pop-up message box.
Pop-up message box disappears.

0270
Production Monitor
  Select the “PREdit” tab.
The “PREdit” screen is displayed.

0280
Production Monitor
  Click on the “PGE” button.
The PGE Selection GUI is brought up and displays all of the PGEs.

0290
Production Monitor
  Select “<PGE NAME>” from the list that is displayed.
“<PGE NAME>” is selected.

0300
Production Monitor
  Select “OK”.
The PGE information that was entered in the previous test is displayed in the Production Request Editor window.

0310
Production Monitor
  Change the Duration/Begin date and time values to

the following:

Begin:  MM/DD/YYYY - HH:MM:SS
The Duration/Begin date and time values are entered.

0320
Production Monitor
  Change the Duration/End date and time values to the following:

Begin: MM/DD/YYYY - HH:MM:SS
The Duration/End date and time values are entered.

0330
Production Monitor
  Click PR Type.
A list appears with the following choices:

Routine, On-demand, and Ad-hoc Reprocessing

0340
Production Monitor
  Click on Ad-Hoc Reprocessing
The Ad-hoc Reprocessing PR Type screen appears.

0350
Production Monitor
  Click on Add
Reprocessing is added.

0360
Production Monitor
  Click on File => Save As and enter “RE_<PGE NAME>_PR” in the Selection box.
The new file name “RE_<PGE NAME>_PR”  is entered into the database.

0370
Production Monitor
  Click on “OK”.
The Production Request is created successfully and saved to the database.  A pop-up message is displayed indicating “Production Request Explosion into DPRs OK.  3 DPR generated."

0380
Production Monitor
  Click on File => Save As and enter “RE_<PGE NAME>_PR” in the Selection box.
The new file name “RE_<PGE NAME>_PR”  is entered into the database.

0390
Production Monitor
  Click on “OK”.on the pop-up message box.
The Production Request is created successfully and saved to the database.  A pop-up message is displayed indicating “Production Request Explosion into DPRs OK.  3 DPR generated."

0400
Production Monitor
  Close the Production Request Editor, using the following command:

select File/Exit to close the GUI
A box appears with the following message:  “Do you really want to exit?”.

0410
Production Monitor
  Click on “Yes” to exit.
The Production Request Editor is exited.

PGE Execution

0420
Production Monitor
  On the PLS workstation, in the Planning Workbench window, bring up the background processes,  message handler, and the Planning Workbench using the following steps/commands:

· Verify that you are pointing to “usr/ecs/OPS/CUSTOM/utilities”

· EcPlSlayAll OPS
NOTE:  This command will kill any processes they may be running from a previous job.

· EcPlAllStart OPS 1-4

NOTE:  If the “Planning Master Timeline GUI” is invoked, close it by clicking on the upper-left system button and selecting “Close”.
The message handler GUI is invoked/displayed.



0430
Production Monitor
  On the DPS workstation, in the Autosys window, invoke Autosys using the following commands:

· Note: You must be logged into cmshared to have privileges in AUTOSYS. Verify that you are pointing to “/usr/ecs/OPS/CUSTOM/utilities”

· EcDpPrAutosysStart OPS FMR
Autosys is invoked.

0440
Production Monitor
  Select the “Jobscape” option from the Autosys pop-up window.
The “Jobscape” option is invoked.

0450
Production Monitor
  Select “Options/Edit run-time options” from the pull down menu and change the refresh rate to 5 seconds.

· click on Apply
· click on OK
The refresh rate is changed to 5 seconds.

0460
Production Monitor
  On the Planning Workbench GUI (PLS) window, select “File/New” from the pull-down menu and enter the following plan name:

· Cloudmask Plan
· APPLY

· OK
The “Cloudmask Plan” is selected on the Planning Workbench GUI.

0470
Production Monitor
  From the Planning Workbench GUI window, highlight the following Production Requests:

· RE_<PGE NAME>_PR
· RE_<PGE NAME>_PR
The Production Requests are highlighted.

0480
Production Monitor
  Click on the down arrow to add the selected PRs to the schedule.
The MODIS Production Requests “RE_<PGE NAME>_PR, RE_<PGE NAME>_PR” are added to the schedule.

0490
Production Monitor
  Save the Candidate plan.

Click on “File”, then “Save” from the pull down menu.
The plan has been saved.

0500
Production Monitor
Click on the “Activate” button

Save Plan before you activate it.
A pop-up window is displayed.

0510
Production Monitor
  Enter the following end date and end time values:

<today’s date - MM/DD/YYYY> 23:00:00
The end date and time values are entered.

0520
Production Monitor
  Click on the “OK” button.
The plan is now activated.  The Planning Workbench shows the DPRs being created for<PGE names>.  The Job Management Server log shows the same DPR(s) being received.  The DPRs will be forwarded to AutoSys and will appear in the AutoSys Display.  The execution of <PGE name> will begin as soon as DPS resources are available.

Viewing the run-time directory logs

0530
Production Monitor
  Switch back to the DPS window and look at the “Jobscape” screen.

Note: You should put the post-processing box on hold until the other boxes have turned blue and you have checked the log to make sure they have ran successfully
The MODIS job boxes for the PGE are displayed with the following seven (7) jobs:

· Job #.A (allocate)

· Job #.S (stage)

· Job #.P (preprocess)

· Job #.E (execute)

· Job #.p  (post processing)

· Job #.I  (destaging)

· Job #.D (deallocation)

As the PGE runs through all seven jobs, each job will change color to indicate success or failure.

GREEN indicates that the job is running

BLUE indicates success

RED indicates failure.

0540
Production Monitor
  While the designated job box is green, use the following command to view the log files (DPS - Main):

· cd /usr/ecs/OPS/CUSTOM/logs
· tail -f <log file name> (i.e., PGE#syn……A.err ) …
· when the job box turns blue, and there is a successful message at the end of the log, type ctrl c to exit

· repeat the “tail -f” command for the .A, .S and .P log files
The .A, .S, and .P log files are viewed during the allocation, staging, and preprocessing of PGE #.

-550
Production Monitor
  While the .E job box is green, use the following command to view the execution log file (Science Processor window):

· cd /usr/ecs/OPS/CUSTOM/logs
· tail -f <log file name> (i.e., PGE#syn……A.err ) 
when the job box turns blue, and there is a successful message at the end of the log, type ctrl c to exit
The .E log file is viewed during the execution of the PGE #.

0560
Production Monitor
  While the designated job box is green, use the following command to view the log files (DPS - Main):

· cd /usr/ecs/OPS/CUSTOM/logs
· tail -f <log file name> (i.e., PGE#syn. ... .Ps.err)
· when the job box turns blue, and there is a successful message at the end of the log, type ctrl c to exit

repeat the “tail -f” command for the .p , .I , and .D  log files
The .p , .I , and .D  log files are viewed during the post processing, destaging, and deallocation of PGE #.

If the PGE(s) run before the tester has a chance to use the “tail -f” command, use the following steps to verify the logs.

0570
Production Monitor
   On the DPS_Logs xterm, use the following command:

· cd /usr/ecs/OPS/CUSTOM/logs
· ls –ltr
· more <PGE log file name>.err (i.e., <PGE NAME>#sy…err )
Search for “Allocating”

· /Allocating
NOTE:  If you do not find the corresponding message while searching for key words, press the “n” character to go to the next instance of the word.
Will see the following message: “Allocating resources . . . SUCCEEDED.

0580
Production Monitor
  Search for “staged”

=> /STAGED
Will see the following message:  “ALL INPUT DATA STAGED SUCCESSFULLY”.

0590
Production Monitor
  Search for “Prep-executing”

=> /Prep-executing
Will see the following message:  “Prep-executing . . . SUCCEEDED”.
NOTE:  The next sentence in the log indicates that the Run PGE command has been sent to the Science Data Processor (e0spg01).  This log will be inspected for the PGE execution in step 1110.

0600
Production Monitor
  Search for “Post-execution”:

=> /Post-execution
Will see the following message:  “Post-execution . . . SUCCEEDED”.

0610
Production Monitor
  Search for “Deallocating”

=> /Deallocating
Will see the following message:  “Deallocating resources . . . SUCCEEDED”.

0620
Production Monitor
  To view the results of the PGE execution, go to the Science Processor xterm, in the DPS workspace and use the following commands.

· cd /usr/ecs/OPS/CUSTOM/logs
· ls
· more <PGE log file name>.err 
(i.e., <PGE NAME sy…err )
Search for “SUCCEED”

/SUCCEED
Will see the following message:  “Executing PGE . . . SUCCEED”

Repeat steps 1190–1300 for each PGE. (See list of Test Inputs for PGEs)

0630
Production Monitor
  In the Database xterm, login to the PDPS database and verify that a new version of the output granule was created:

· isql –U anonymous –P anonymous D pdps –S g0pls02-srvr
1>  select universalReference, granuleId from PlDataGranuleShort where granuleId like “%<output granule>_09%”
2>  go
The UR id will be displayed first:

UR: 10: DsShESDTUR:UR:15:DsShSciServerUR: 13: [EDC:DSSDSRV]:19:SC:AST_09T.001:xxxx, where xxxx = db Id.

The granule version will be listed after the UR.  Look for the latest granule version (Refer to step 122).  The latest granule id should be:

 AST_09T#00107041997130_ _ _n+1, where n=0, 1, 2, 3,…

0640
Production Monitor
  Exit out of the database using the following command:

1> exit
The tester is logged out of the database.

ORE Post Exercise Analysis:

a.  View the runtime logs for messages indicating success.

b.  Ensure that a new version of the granule was created.  (Steps 1310 – 1320)

c.  Ensure that the file sizes of the previous version and the new version are the same (Steps 1330 - 1340)

ORE-28 Post Execution Summary:

To be supplied by Test Lead/Conductor after execution:

ORE-28 Reference/Applicable Documents:

AT D-B120440-080$G_4px, Ad-hoc Reprocessing

611 Chapter 16: Section 16.2.1, 16.2.4

625 Volume 8

SVT TS0610.1, EDOS Data Ingest and Archive Test
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