ORE-26 Recovery from Extended Down Time of EDOS Interface -D3 Media Backup

This ORE will exercise the GDAACs receipt of EDOS L0 data via D3 Media.  This test would simulate the recovery from an extended down time with the EDOS interface. 

Exercise Assumptions:

This test assumes EDOS had continued to process L0 data during the interface down time.  EDOS had subsequently retained L0 Production Data Sets (PDSs) on D3 tape.

Coordination of requests for PDSs on D3 format from EDOS has been arranged and executed.  EDOS Operations Center can be contacted at 301.614.5432.

Retrieval of EDOS L0 data, which still resides on the EDOS RAID (storage time of about 24 to 48 hours), can be conducted using ORE-1 (MODIS L0 PDSs) and ORE-2 (Ancillary L0 PDSs).  Ensure to coordinate with the EDOS Operations Control Center (301.614.5432)

ORE Data Sets:

The following Data Sets may be utilized during this ORE:

Data Set Name
Description

MOD000
MODIS Level 0 Science Data, PDS

AM1ANC
Ephemeris data as provided by EDOS

AM1HK
AM-1 Spacecraft Housekeeping Data

AM1HS
AM-1 Spacecraft HS Data

AM1ST
AM-1 Spacecraft ST Data

AM1DIAG1
AM-1 Spacecraft DIAG1 Data

AM1DIAG2
AM-1 Spacecraft DIAG2   (No ESDT available – NCR# 17423)

ORE-26 Procedures:

ORE-26: Step-By-Step Procedures

Step No.
Position
Input Action
Expected Results

0010
Ingest Technician
Login to the Ingest Client workstation, on the “POLLING” window, using the following step/command:

· telnet gvicgaa.gsfcb.ecs.nasa.gov                  

· GSFC DAAC login: <DAAC username>
· GSFC DAAC password: <DAAC password>
Login is successful.

0020
Ingest Technician
Perform the following step in the “POLLING” terminal window:

(  unalias xterm
· setenv DISPLAY <DAAC Machine Name>:0.0
The environment display is set.

0030
Ingest Technician
Create the following two (2) xterm windows (“POLLING” window) using the following steps/commands:

· xterm -sb -sl 5000 -n “Polling Directory” &
· xterm -sb -sl 5000 -n “Logs” &
The Polling Directory and Logs xterm windows are successfully created.

0040
Ingest Technician
Verify that the MODIS Level 0 PDR and signal files are not in the polling directory (Polling Directory window), using the following steps/commands:

· cd /usr/ecs/OPS/CUSTOM/icl/a/data/pollEDOS
The polling directory is empty. NOTE:  If the level 0 PDR and signal files are present in the polling directory, please delete from the directory.

0050
Ingest Technician
Login to the Ingest Client workstation, on the “ARCHIVE” window, using the following step/command:

· telnet g0drg01
· GSFC DAAC login: <DAAC username>
· GSFC DAAC password: <DAAC password>
Login is successful.

0060
Ingest Technician
Perform the following step in the “ARCHIVE” terminal window:

(  unalias xterm
· setenv DISPLAY <DAAC Machine Name>:0.0
The environment display is set.

0070
Ingest Technician
Create the following two (2) xterm windows (“ARCHIVE” window) using the following steps/commands:

· xterm -sb -sl 5000 -n “Archive Server” &
· xterm -sb -sl 5000 -n “Database” &
The Archive Server and Database xterm windows are successfully created.

0080
Ingest Technician
Login to the Ingest Client workstation, on the “INS GUI” screen, using the following steps/commands:

· telnet g0acs02
· GSFC DAAC login: <DAAC username>
· GSFC DAAC password: <DAAC password>
Login is successful.

0090
Ingest Technician
Perform the following step in the “INS GUI” terminal window:

(   unalias xterm
· setenv DISPLAY <DAAC Machine Name>:0.0
The environment display is set.

0100
Ingest Technician
Start an Ingest GUI xterm using the following step/command:

· xterm –sb –sl 5000 –n “Ingest GUI” &
The Ingest GUI xterm is successfully started.

0110
Ingest Technician
On the Ingest GUI xterm, start the INGEST GUI using the following steps/commands:

· cd /usr/ecs/OPS/CUSTOM/utilities
· ll

· EcInGUIStart OPS
The INGEST GUI is successfully started.

0120
Ingest Technician
On the INGEST GUI, select the “Operator Tools” function.
The “Operator Tools” function is selected.

Start  polling for MOD00 PDS/PDR

0130
Ingest Technician
On the “Operator Tools” screen, perform the following steps/commands:

· enter EDOS as the External Data Provider

· set the priority to Low
· select the OK button
“EDOS” is entered as the External Data Provider and the priority is set to “Low.”

0140
Ingest Technician
On the INGEST GUI select the “Monitor/Control” function.
The “Monitor/Control” function is selected.

0150
Ingest Technician
On the “Monitor/Control” screen, perform the following steps/commands:

· select Search By: Data Provider
· enter EDOS
· select Text View
The “Data Provider” option has been selected and EDOS has been entered as input data.  The “Text View” option has been selected.

 

0160.1
Ingest Technician
Periodically polls directory on open server for presence of a MODIS PDR.
No detection of a MODIS PDR.

0160.2
Ingest Technician
Go to window labeled archive :

Type: su - amass.


Successfully logged in as amass

0160.2
Ingest Technician
Type  /usr/amass/bin/drivelist
This will show you what drives are allocated



0170
Ingest Technician
Type: /usr/amass/drivestat –I  drive# 


This will  inactivate the drive from amass control


Ingest Technician
Login to acssa g0drs04 (acsls)


Login Successful


Ingest Technician
Start a command proc 

Type: command_proc

Note: Start event log browser: to view robot.


Will bring up window to execute commands

0180
Ingest Technician
Type enter cap 0,0,0


This will open PCAP in manual mode to allow for 

For insert of D3 media. 

Note: hit control to stop manual loading of media,

0190
Ingest Technician
Type: mount 

Type: media# 

Type :  0,0,1,3, for drive 8 

Type: read only


This will mount tape just entered on specified drive

Note: system will prompt you for media #

Note: system will prompt for tape drive #

Note System will prompt you for option

0200
Ingest Technician
Robot will mount tape on specified drive


Wait until  system returns to command mode

0210
Ingest Technician
Go to screen marked archive :

Perform a tar –tvf /dev/rmt/tps94d4 for (drive 8)

Cd /usr/ecs/mode/CUSTOM/icl/a/data/  -> copy MDR MDR.XFR

Type: tar –xvf /dev/rmt/tpsxxxxnr

Once files have been tared to this Directory perform a mv <fileneame>  <filename> to change MDR to PDR and MDR.XFR to PDR.XFR.

Edit PDR to show correct

Directory path /usr/ecs/mode/CUSTOM/icl/a/data/pollEDOS

Type: tar –xvf /dev/rmt/tpsxxxxnr

next

Cd /usr/ecs/mode/CUSTOM/icl/a/data/pollEDOS -> copy MDS file


Header descriptor will be shown

 You should be in pollEDOS

  Directory

This will extract tarset files off

tape

This will extract tarset files off

tape

Once file has been copied mv <MDS filename> <PDS filename>.



0220
Ingest Technician
Cd /usr/ecs/mode/CUSTOM/icl/a/data/ -> copy PDR and XFR files

To pollEDOS


 PDR and XFR file waiting to 

 Polled.



0230
Ingest Technician
Go to screen marked Archive

Cd  /usr/amass/bin/drivestat –a drive # 


Places drive back online and under amass control 

0240
Ingest Technician
Reviews the Monitor/Control display.
The Monitor/Control screen displays the current progress of the MODIS Level 0 data ingest.

0250
Ingest Technician
Note the Request ID displayed on the screen.
The Request ID is noted.

0260
Ingest Technician
Double click on the ingest request to get granule specific information.
The granule specific information is displayed for the MODIS Level 0 ingest request.

0270
Ingest Technician
Receives the MODIS Level 0 PDR file information and begins PDR validation process.
The MODIS Level 0 PDR is validated. Granule_State = Preprocessed

0280
Ingest Technician
Automatically extracts the metadata from transferred MODIS Level 0 PDS to perform validation checks (e.g., range checks).
Selected parameters from the extracted metadata are checked to verify the consistency and correctness of the data and metadata.

0290
Ingest Technician
While monitoring the INGEST GUI, the screen indicates that the Ingest Request is 100% complete.
The MODIS PDR has been successfully ingested.  NOTE: Granule_State = Archived

0300
Ingest Technician
Sends a Product Acceptance Notification (PAN) to EDOS indicating successful transfer of data.
EDOS receives the PAN from the GSFC ECS DAAC.

0310
Ingest Technician
View the EcInGran1.ALOG to verify successful ingest and preprocessing of the data on the Logs window, using the following steps/commands:

· cd /usr/ecs/OPS/CUSTOM/logs
· ll –tr
· verify that the following files are listed:

· EcInGran1.ALOG

· EcInPolling.EDOS.ALOG

· EcInReqMgr.ALOG

· more EcInGran1.ALOG
· /Staging (search for the word “Staging”); will see the following message => “Staging disk allocation succeeded for request #”

· /MCF (search for the word “MCF”); will see the following message => “Get MCF file.

· /preprocessing (search for the word “preprocessing”); will see the following message => “Metadata preprocessing successful”

· /Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider = EDOS”)


The EcInGran1.ALOG displays that successful ingest and preprocessing has occurred.

0320
Ingest Technician
From the Ingest GUI, click on “History Log” icon.
The “History Log” icon is selected.

0330
Ingest Technician
Enter the following on the “History Log” screen:

· start time and date
· stop time and date
· data provider = EDOS  (NOTE:  when you select “EDOS” from the pull-down menu, you must click the mouse outside of the menu in order for the selection to appear on the screen; this problem has previously been noted)

· select detailed report
· select display
Verify that the Request ID noted in step #0250 matches the Request ID displayed on the screen.

0340
Ingest Technician
Double click on the Request Id to get granule specific information.
The granule specific information is displayed for the selected Request Id.

0350
Ingest Technician
View summary information concerning the completed ingest requests via the GUI Ingest History Log tool.
The system displays the Ingest History Log which contains summary information on the following: 

Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.   NOTE:  The Transfer, Preprocess, and Archive times will show “0” if action occurred in less than one minutes time.

0360
Ingest Technician
From Ingest Client workstation.

· isql <GSFC DAAC DSS username and password>
· at the 1>, type use EcDsScienceDataServer1_OPS 
· type go
· type select * from DsMdGranules where ShortName = “MOD00”
· type go

The MOD00 metadata is located in the archive database.  Note the “DB ID #” for future reference.

0370
Ingest Technician
Obtain a directory listing of the appropriate archive directory.  On the Archive Server window, use the following steps/commands:

· cd /dss_stk1/OPS/modis
· type ll –tr

The latest archive insert (MOD00) is located at the bottom of the list.   Verify that the “DB ID” noted in step #0360 above is listed in the file.

0380
Ingest Technician
Verify the file time stamps and file sizes correspond to the ingested data set.
The file time stamps and file sizes correspond with the ingested data set.

0390
Ingest Technician
Verify the PAN contains a successful archive disposition (disposition = 0), using the following steps:

· cd 

· /usr/ecs/OPS/CUSTOM/icl/a/data/INS/remote/EDOS/Response

· ll (to view PANs in the directory)

· type dmpsun <PAN filename> | more
Note:  Change the type of  workstation in the dmpxxx command to actual workstation being use for this exercise.   For example, if a Silicon Graphics workstation is being used, then type dmpsgi.
The contents of the PAN should be displayed on the screen.  The disposition should read “0” for successful archive.

ORE Post Exercise Analysis:

Perform the following analysis for every data set ingested and archived in this ORE.
a.  Review the information displayed on the “Monitor/Control” screen with the information contained in the “Ingest History Log”.  The following information is to be compared:

· Request ID

· Data Provider

· Status

· Ingest

· Type

· Start Date

· Start Time

· End Date

· End Time

· Total # of Granules

· # of Successful Granules

· Data Volume, (MB)

· File Count

· Time to Transfer (mins)

· Time to Preprocess (mins)

· Time to Archive (mins)

· Priority

· Restart Flag.

a.  Review the information reported in the “EcInGran1.log” and compare with the information provided in the “Ingest History Log” for completeness and accuracy.  Verification is performed to ensure that a Granule ID was provided for the Request ID displayed on the “Monitor/Control” screen and the “Ingest History Log.”

b.  Review the information reported in the “EcInGran1.log” looking for the following completed and successful actions: (1) staging, (2) get MCF file, (3) preprocessing, and (4) insert.

c.  Review the archive database listing to verify that the “DB Id” listed for the archival insert is displayed in the “Archive Log”.

ORE-xx Post Execution Summary:

To be supplied by Test Lead/Conductor after execution:

ORE-xx Reference/Applicable Documents:

AT B090310-010$G-4PX, MODIS Level 0 Ingest and Archive

611 Chapter 16, Sections 16.2.1, 16.2.4.

625 Volume 8: Ingest, sections on Launching Ingest Applications, Ingest Status Monitoring.

SVT TS0610.1, EDOS Data Ingest and Archive Test
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