ORE-24 Data Failure Recovery 

ORE-24: Data Failure Recovery 

This ORE will exercise the following operational scenarios; (1) Ingest, Validate, and Archive of ASTER Level 1A and 1B Data at the DAAC and (2) Ad-hoc Reprocessing.  Operational scenarios/functionality intended for this ORE are: (1) recovery of lost data from EDOS via D3 tape, (2) recovery of lost ancillary data, (3) Reprocessing of data to replace previously processed data, and (4) replacement of lost data in the GDAAC ECS archive.

Exercise Assumptions:

· TBD
ORE Data Sets:

The following Data Sets may  be utilized during this ORE:

Data Set Name
Path Name
Description

Objective #1

ASTER_1A
N/A (see above note)
ASTER Level 1A science data (contains 17 granules)

ASTER_1B
N/A (see above note)
ASTER Level 1B science data (contains 10 granules)

Objective #2

ACT

Synthetic PGE used for test case.

AST_LIB



GDAS



AST_ANC



ETS

Synthetic PGE used for test case 

ORE-24 Procedures:

ORE-24: Step-By-Step Procedures

Objective #1  Ingest, Validate, and Archive ASTER Level 1A and 1B Data 

Step No.
Input Action
Expected Results

The INGEST related servers are up.  Verify by checking the HP OpenView screen.

0020
Tester: Login to the Ingest Client workstation (on the “Polling” workspace) using the following step/command:

· ssh g0icg01
· Enter passphrase
Login is successful.

0030
Tester:  Perform the following steps in the “Polling” workspace:

· setenv DISPLAY <terminal IP address or terminal name>:0.0
· xterm -sb -sl 5000 -n “GW Client” &
· xterm -sb -sl 5000 -n “Logs” &
The environment display is set.  The “GW Client” and “Logs” xterm windows are spawned.

0040
Tester:  Bring up a terminal window on the “ARCHIVE” workspace and login to the Ingest Client workstation using the following step/command:

· ssh g0drg01
· Enter passphrase
Login is successful.

0050
Tester:  Perform the following step in the “ARCHIVE” workpsace:


The environment display is set.

0060
Tester: Create the following two (2) xterm windows (“ARCHIVE” workspace) using the following steps/commands:

· xterm -sb -sl 5000 -n “Archive Server” &
· xterm -sb -sl 5000 -n “Database” &
The Archive Server and Database xterm windows are successfully created.

0070
Tester:  Bring up a terminal window on the “INS GUI” workspace and login to the Ingest Client workstation using the following steps/commands:

· ssh g0acs02
· Enter passphrase
Login is successful.

0080
Tester:  Perform the following step in the same window:


The environment display is set.

0090
Tester: Start an Ingest GUI xterm using the following step/command:

· xterm –sb –sl 5000 –n “Ingest GUI” &
· xterm –sb –sl 5000 –n “Ingest GUI logs” &
The Ingest GUI xterm is successfully started.

0100
Tester:  On the Ingest GUI xterm, start the INGEST GUI using the following steps/commands:

· cd  /usr/ecs/<mode>/CUSTOM/utilities
· ll
· EcInGUIStart <mode>
The INGEST GUI is successfully started.

** Start Ingest of ASTER Level 1B Data Set **

0110
Tester:  On the INGEST GUI, select the “Media Ingest” function.
The “Media Ingest” function is selected.

0120
Tester:  On the “Media Ingest” screen, perform the following steps/commands:

· select D3 Tape for the Media type

· select ASTER_GDS for Data Provider:
· enter Media Volume ID affixed to the D3 Tape if available, otherwise, enter test run number (e.g., 0001B) and record in Comments column 
· in the Data Delivery Record File Location box, click on Embedded in Media
· enter the input filename for ASTER L1B data from the tape into the Data Delivery Record Filename field
· click the OK button

EDC:

· Media Volume Id: SD0083C

· Data Delivery Record File Name: ASTL1B_TAPE_0003.PDR


”D3 Tape” is the Media Type, “ASTER_GDS” is the Data Provider, and “Embedded in Media” is the selected source for the Data Delivery Record File Location.  All inputs are accepted when the OK button is clicked.

0130
Tester:  On the INGEST GUI select the “Monitor/Control” function.
The “Monitor/Control” function is selected.

0140
Tester:  On the “Monitor/Control” screen, perform the following steps/commands:

select Search By: Data Provider
enter ASTER_GDS
select Text View
The “Data Provider” option has been selected and ASTER_GDS has been entered as input data.  The “Text View” option has been selected.

D3 Tape Loading

0150
After D3 tape(s) have been received, they must be manually placed into the ingest polling directory.

1. ssh g0drg01
2. user: AMASS
3. password

4. At prompt: drivestat –I 8 to take a drive off line


The data is loaded into the server.  The ‘#’ sign on the D3 tape monitor indicates that the ingest is finished.  An information dialog appears on the “ECS Ingest” GUI screen: “Media Ingest Request Completed”.

0155
Insert the D3 tape into the archive using the following steps:

1. ssh g0drs04

2. User: ACSLS
3. password

4. Enter the D3 media into the StorageTek archive.  Using the ACSLS window, Type:

·             enter 0,0,0
            Write down the volume label for reference.  NOTE: the D3 media must be inserted in Upper most left corner of the input/output bin.  Close the input/output door after the D3 media has been placed into the bin.  The media is now loaded into the Archive.

5.    Move the media into Drive 8 using the following commands (note user is still on the g0drs04 box):

·            mount <volume label>0,0,1,3
6.   Read the tape contents using the following command (user now back on g0drg01 box):  This process could take several iterations to read the complete tape.

tar –tvf /dev/rmt/tps94d4nr

7.    Once the read completes.  Extract the data from tape to a holding location large enough to store all the data on the tape.  This will be some place on the L0_buffer (g0drg01).  Again this could take several iterations.  But it will be the same number of trys as in step 5. To Extract the data type:

            tar –xvf /dev/rmt/tps94d4nr  /L0_buffer/<predetermined location>

  8. When the extract completes. The ingest data  must be identified.  Once the files to be ingested have been identified they must be transferred to g0icg01 polling directory location: /usr/ecs/<MODE>/icl/a/data/pollEDOS.  

Recommended transfer method: 

           >foreach f (‘ls –1 *.PDS’)

           >dd if=$f of=/usr/ecs/<mode>/CUSTOM/icl/a/data/pollEDOS/$f bs=4096k

           >end

9.  Once all the files that make up a granule have been transferred to g0icg01  2 files must be created using the following utility:

/tools/share/bin/genPDRS5A <data type name> <first PDS file on the granule>  usr/ecs/<MODE>/CUSTOM/icl/a/data/pollEDOS

10. Verify the transfer completes successfully.  Repeat steps 7 & 8 until all granules have been ingested.




0160
DAAC Ingest/Distribution Technician:  Reviews the Monitor/Control display.
The Monitor/Control screen displays the current progress of the ASTER_GDS Level 1B data ingest.

0170
DAAC Ingest/Distribution Technician:  Note the Request ID displayed on the screen.
The Request ID is noted.

0180
Tester:  Double click on the ingest request to get granule specific information.
The granule specific information is displayed for the ASTER_GDS Level 1B request.  The Granule_State will go from “New” to “Transferred” to “Preprocessed” to “Archived”.

0190
EDC ECS DAAC:  Automatically extracts the metadata from transferred ASTER_GDS Level 1B data set to perform validation checks (e.g., range checks).

NOTE: Granule_State = Preprocessed
Selected parameters from the extracted metadata are checked to verify the consistency and correctness of the data and metadata.

0200
DAAC Ingest/Distribution Technician:  While monitoring the INGEST GUI, the screen indicates that the Ingest Request is 100% complete.

NOTE: Granule_State = Archived
The ASTER_GDS Level 1B data set has been successfully ingested.

0210
Tester:  Views the EcInGran.ALOG to verify successful ingest and preprocessing of the data on the Logs window, using the following steps/commands:

· cd /usr/ecs/<mode>/CUSTOM/logs
· ll –tr
· verify that the following files are listed:

      EcInGran.ALOG

      EcInReqMgr.ALOG

· view EcInGran.ALOG
· /Staging (search for the word “Staging”); will see the following message => “Staging disk allocation succeeded for request #”

· /MCF (search for the word “MCF”); will see the following message => “Get MCF file”

· /preprocessing (search for the word “preprocessing”); will see the following message => “Metadata preprocessing successful”

· /Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider = ASTER_GDS”)
The EcInGran.ALOG displays that successful ingest and preprocessing has occurred.

0220
DAAC Ingest/Distribution Technician: From the Ingest GUI, click on “History Log” icon.
The “History Log” icon is selected.

0230
DAAC Ingest/Distribution Technician:  Enter the following on the “History Log” screen:

· start time and date
· data provider = ASTER_GDS  (NOTE:  when you select “ASTER_GDS” from the pull-down menu, you must click the mouse outside of the menu in order for the selection to appear on the screen; this problem has previously been noted)

· select detailed report
NOTE:  The time for moving the ingest request from the GUI to the History Log is a configurable parameter that is set in the configuration file.  Therefore, the recently completed ingest request may not appear immediately in the History Log.
Verify that the Request ID noted in step #0170 matches the Request ID displayed on the screen.

0240
Tester:  Double clicks on the Request Id to get granule specific information.
The granule specific information is displayed for the selected Request Id.

0250
DAAC Ingest/Distribution Technician: Views summary information concerning the completed ingest requests via the GUI Ingest History Log tool.
The system displays the Ingest History Log which contains summary information on the following: Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.

NOTE:  The Transfer, Preprocess, and Archive times will show “0” if action occurred in less than one minutes time.

0260
Tester:  Verify the ingested Level 0 data granules are archived, on the Archive window, using the following steps/commands:

· isql –U <db username> -P <db password> -S <db server name>(contact OPS Controller)
· at the 1>, type use EcDsScienceDataServer1_<mode> 
· type go
· type select * from DsMdGranules where ShortName = “AST_L1B” 
· type go
The ASTER_GDS Level 1B data granules are located in the archive database.  Note the “DB ID #” for future reference.

0270
Tester:  Make screen dump of archive database information.
The archive database screen dump is generated.

0280
Tester: Query the database by File Id and compare the results of the query with the hardcopy of the PDR.  This is to ensure that the actual contents of the tape match what is in the archive:

=> select granuleId, userDataFile from DsMdFileStorage where userDataFile like “pg-PR1B%” order by granuleId
The granule ID and file name will be listed.  The list will be in granule ID order (refer to DB Id in step 0300).

0290
Tester:  Compare the “userDataFile” name of the last 10 granules ingested with the “FILE_ID” on the hard copy of the PDR for the ASTER Level 1B tape.
The file names in the database will match the file names listed on the PDR.

0300
Tester:  On the Archive Server screen, use the following steps/commands:

· cd /dss_stk1/<mode>/aster
· type ll -tr
The latest archive insert (AST_L1B) is located at the bottom of the list.   Verify that the “DB ID” noted in step #0280 above is listed in the file.

0310
Tester:  Remove the ASTER L1B tape from the disk drive.
The ASTER L1B tape is removed from the disk drive.

** Start Ingest of ASTER Level 1A Data Set **

0320
Tester:  Load the tape as described in step #0150.
The ASTER Level 1A tape is loaded.

0330
DAAC Ingest/Distribution Technician:  Reviews the Monitor/Control display.
The Monitor/Control screen displays the current progress of the ASTER_GDS Level 1A data ingest.

0340
DAAC Ingest/Distribution Technician:  Note the Request ID displayed on the screen.
The Request ID is noted.

0350
Tester:  Double click on the ingest request to get granule specific information.
The granule specific information is displayed for the ASTER_GDS Level 1A request. The Granule_State will go from “New” to “Transferred” to “Preprocessed” to “Archived”.

There should be 17 granules each granules should contain one PDR file and one browse file.

0360
EDC ECS DAAC:  Automatically extracts the metadata from transferred ASTER_GDS Level 1A data set to perform validation checks (e.g., range checks).

NOTE: Granule_State = Preprocessed
Selected parameters from the extracted metadata are checked to verify the consistency and correctness of the data and metadata.

0370
DAAC Ingest/Distribution Technician:  While monitoring the INGEST GUI, the screen indicates that the Ingest Request is 100% complete.

NOTE: Granule_State = Archived
The PDR has been successfully ingested.

0380
Tester:  Views the EcInGran.ALOG to verify successful ingest and preprocessing of the data on the Logs window, using the following steps/commands:

· cd /usr/ecs/<mode>/CUSTOM/logs
· ll -tr
· verify that the following files are listed:

      EcInGran1.ALOG

      EcInReqMgr.ALOG

· view EcInGran.ALOG
· /Staging (search for the word “Staging”); will see the following message => “Staging disk allocation succeeded for request #”

· /MCF (search for the word “MCF”); will see the following message => “Get MCF file”

· /preprocessing (search for the word “preprocessing”); will see the following message => “Metadata preprocessing successful”

· /Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider = ASTER_GDS”)
The EcInGran.ALOG displays that successful ingest and preprocessing has occurred.

0390
Tester:  On the INS GUI workspace, go to the “Ingest GUI logs”xterm and type in the following:

· cd /usr/ecs/<mode>/CUSTOM/logs

· ll –tr

· view EcInGUI.ALOG

· /Alloc;  will see the following message:  “InMediaIngestRPUtil::AllocDevice”, followed by the RpcID, then the ReqID, “IngestRQ#”

· /Deall;  will see the following message: “InMediaIngestRPUtil::DeallocDevice”, followed by the RpcID, then the ReqID, “IngestRQ#”

For “IngestRQ#”, the # will be the Request ID found in step 0170
The Ingest GUI log shows the proper Allocation and Deallocation of the media device.

0400
DAAC Ingest/Distribution Technician: From the Ingest GUI, click on “History Log” icon.
The “History Log” icon is selected.

0410
DAAC Ingest/Distribution Technician:  Enter the following on the “History Log” screen:

· start time and date
· data provider = ASTER_GDS  (NOTE:  when you select “ASTER_GDS” from the pull-down menu, you must click the mouse outside of the menu in order for the selection to appear on the screen; this problem has previously been noted)

· select detailed report
· select display
NOTE:  The time for moving the ingest request from the GUI to the History Log is a configurable parameter that is set in the configuration file.  Therefore, the recently completed ingest request may not appear immediately in the History Log.
Verify that the Request ID noted in step #0170 matches the Request ID displayed on the screen.

0420
Tester:  Double clicks on the Request Id to get granule specific information.
The granule specific information is displayed for the selected Request Id.

0430
DAAC Ingest/Distribution Technician: Views summary information concerning the completed ingest requests via the GUI Ingest History Log tool.
The system displays the Ingest History Log which contains summary information on the following: Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.

NOTE:  The Transfer, Preprocess, and Archive times will show “0” if action occurred in less than one minutes time.

0440
Tester:  Verify the ingested Level 1A data granules are archived, on the Archive window, using the following steps/commands:

· isql –U <db anonymous> -P <db anonymous> -S <db g0acg01 - srvr>
· at the 1>, type use EcDsScienceDataServer1 
· type go
· type select * from DsMdGranules where ShortName = “AST_L1A” 
· type go
The ASTER_GDS Level 1A data granules are located in the archive database.  Note the “DB ID #” for future reference.

0450
Tester:  Make screen dump of archive database information.
The archive database screen dump is generated.

0460
Tester:  Query the database by File Id and compare the results of the query with the hardcopy of the PDR.  This is to ensure that the actual contents of the tape match what is in the archive:

=> select granuleId, userDataFile from DsMdFileStorage where userDataFile like “pg-PR1A%” order by granuleId
The granule ID and file name will be listed.  The list will be in granule ID order (refer to DB Id in step 1200).

0470
Tester:  Compare the “userDataFile” name of the last 17 granules ingested with the “FILE_ID” on the hard copy of the PDR for the ASTER Level 1A tape.
The file names in the database will match the file names listed on the PDR.

0480
Tester:  On the Archive Server screen, use the following steps/commands:

· cd /dss_stk1/<mode>/aster
· type ll -tr
The latest archive insert (AST_L1A) is located at the bottom of the list.   Verify that the “DB ID” noted in step #0470 above is listed in the file.

0490
Tester:  Type quit at the >.
The isql tool is exited.

0500
DAAC Ingest/Distribution Technician: Logs off the Ingest workstation.
Log off procedures are completed.

ORE-24: Step-By-Step Procedures

Objective #2: Ad-hoc Reprocessing

Step No.
Input Action
Expected Results

The following servers are also needed for this test:  Subscription Server (g0ins01), Advertising Server (g0ins02), Data Distribution Server (g0dis02) and Science Data Server (g0acs03).  Record current Time and Date.  Record mode used during this test (TS1, TS2, OPS).

0510
Tester:  Login using <user id> and <password> (contact OPS Controller)
A blank screen will appear with several workstation buttons on the bottom of the screen.

0520
Tester: Rename the workstations by double clicking on the button and changing the names of the workspaces to the following:

DPS

PLS
Workstations that are to be used during this test are named.

0530
Tester:  Invoke an xterm window to log into the Processing (DPS) machine, using the following steps/commands:

· ssh g0sps06
· Enter passphrase for opsuser 
The DPS machine is invoked.

0540
Tester:  On the processing machine (DPS), type the following steps/commands:

( setenv DISPLAY <terminal IP address or terminal name>:0.0
( cd /usr/ecs/<mode>/CUSTOM/utilities

( xterm –sb –sl 5000 –n “DPS logs”  &
( xterm –sb –sl 5000 –n “Science Processor”  &
( xterm –sb –sl 5000 –n “AutoSys”  &
The Science Processor, DPS logs, and AutoSys xterms are created.

0550
Tester:  In the “Science Processor” xterm, log in to the Science Processor machine:

· ssh g0spg01
· Enter passphrase for opsuser 
The tester is logged into the Science Processor machine.

0560
Tester:  Invoke an xterm window to log into the Planning (PLS) machine, using the following steps/commands:

· ssh g0pls01
· Enter passphrase for opsuser
The PLS machine is invoked.

0570
Tester:  Invoke the xterm windows for the Planning processes by using the following steps/commands:

( setenv DISPLAY <terminal IP address or terminal name>:0.0 

( cd /usr/ecs/<mode>/CUSTOM/utilities

( xterm –sb –sl 5000 –n “Resource Editor”  &

( xterm –sb –sl 5000 –n “Planning Workbench”  &

( xterm –sb –sl 5000 –n “Database”  &

( xterm –sb –sl 5000 –n “PLS logs”  &

( xterm –sb –sl 5000 –n “Production Request Editor” &
The current environment is set and the Resource Editor, Planning Workbench, Database, PLS logs, Production Request Editor xterm windows are invoked.

0580
Tester:  In the “Production Request Editor” window, use the following steps/commands:
· dce_login <mode>user <mode> user
· setenv ECS_HOME /usr/ecs
The selected window has dce credentials and the .buildrc file has been sourced.

0590
Tester:  In the Production Request window, type:

· klist
The expiration time and date of the dce_login are displayed.

0600
Tester:  Check the database prior to reprocessing.  In the Database xterm, login to the PDPS database to view the current listing of output granules:

· isql –Uanonymous  –Panonymous  –Sg0pls02_ srvr
1> use pdps

2>  select universalReference, granuleId from PlDataGranuleShort where granuleId like %< output granule>%”
3>  go
The UR is listed, followed by the granule id.  The granule id will be listed as:

AST_09T#00107041997130_ _ _n, where n=0, 1, 2, 3, …

n = granule version.  Look for the most recent granule version.  This represents the last time this granule was reprocessed.  Note the latest granule id.

0610
Tester:  In the Database xterm, login to the PDPS database and make sure that the original Production Request is present:

· isql -Uanonymous -Panonymous
1>  use pdps
2>  go

1>  select dprId from PlDataProcessingRequest
2>  go
Check to see that the original PR is present in the database.

0620
Tester:  Exit the database by typing:
1> quit
The database is exited.

Initiate Request for Reprocessing

0630
Tester:  Verify the Job Management server is up.

=> ps –ef | grep EcDpPrJobMgmt
Job Management server is up.  If not, ask the PDPS lead to bring it up.

0640
Tester:  On the PLS workstation, invoke the Production Request Editor using the following steps/commands:

· cd usr/ecs/<mode>/CUSTOM/utilities

· EcPlPRE_IFStart  <mode> <AP Id>
Please note the AP Id that is using during the execution of this test.

The AP Id must be a number between 1 and 5 and must stay consistent throughout the test.
The Production Request Editor is invoked.  (NOTE:  Click “OK” on the error box)

0650
Tester:  Select the “PREdit” tab.
The “PREdit” screen is displayed.

0660
Tester:  Click on the “PGE” button.
The PGE Selection GUI is brought up and displays all of the PGEs.

0670
Tester:  Select <PGE NAME>from the list that is displayed.
<PGE NAME> is selected.

0680
Tester:  Select “OK”.
The PGE information that was entered in the previous test is displayed in the Production Request Editor window.

0690
Tester:  Change the Duration/Begin date and time values to

the following:

Begin:  MM/DD/YYYY - HH:MM:SS
The Duration/Begin date and time values are entered.

0700
Tester:  Change the Duration/End date and time values to the following:

Begin: MM/DD/YYYY - HH:MM:SS
The Duration/End date and time values are entered.

0710
Tester:  Click PR Type.
A list appears with the following choices:

Routine, On-demand, and Ad-Hoc Reprocessing

0720
Tester:  Click on Ad-Hoc Reprocessing
The Ad-hoc Reprocessing PR Type screen appears.

0730
Tester:  Click on Add
Reprocessing is added.

0740
Tester:  Click on File => Save As and enter <PGE NAME> in the Selection box.
The new file name <PGE NAME> is entered into the database.

0750
Tester:  Click on “OK”.
The Production Request is created successfully and saved to the database.  A pop-up message is displayed indicating “Production Request Explosion into DPRs OK.  1 DPR generated.

0760
Tester:  Click OK on the pop-up message box.
Pop-up message box disappears.

0770
Tester:  Select the “PREdit” tab.
The “PREdit” screen is displayed.

0780
Tester:  Click on the “PGE” button.
The PGE Selection GUI is brought up and displays all of the PGEs.

0790
Tester:  Select “<PGE NAME>” from the list that is displayed.
“<PGE NAME>” is selected.

0800
Tester:  Select “OK”.
The PGE information that was entered in the previous test is displayed in the Production Request Editor window.

0810
Tester:  Change the Duration/Begin date and time values to

the following:

Begin:  MM/DD/YYYY - HH:MM:SS
The Duration/Begin date and time values are entered.

0820
Tester:  Change the Duration/End date and time values to the following:

Begin: MM/DD/YYYY - HH:MM:SS
The Duration/End date and time values are entered.

0830
Tester:  Click PR Type.
A list appears with the following choices:

Routine, On-demand, and Ad-hoc Reprocessing

0840
Tester:  Click on Ad-Hoc Reprocessing
The Ad-hoc Reprocessing PR Type screen appears.

0850
Tester:  Click on Add
Reprocessing is added.

0860
Tester:  Click on File => Save As and enter <PGE NAME>in the Selection box.
The new file name <PGE NAME>”  is entered into the database.

0870
Tester:  Click on “OK”.
The Production Request is created successfully and saved to the database.  A pop-up message is displayed indicating “Production Request Explosion into DPRs OK.  3 DPR generated."

0880
Tester:  Click on File => Save As and enter  <PGE NAME> in the Selection box.
The new file name <PGE NAME> is entered into the database.

0890
Tester:  Click on “OK”.on the pop-up message box.
The Production Request is created successfully and saved to the database.  A pop-up message is displayed indicating “Production Request Explosion into DPRs OK.  3 DPR generated."

0900
Tester:  Close the Production Request Editor, using the following command:

select File/Exit to close the GUI
A box appears with the following message:  “Do you really want to exit?”.

0910
Tester:  Click on “Yes” to exit.
The Production Request Editor is exited.

PGE Execution

0920
Tester:  On the PLS workstation, in the Planning Workbench window, bring up the background processes,  message handler, and the Planning Workbench using the following steps/commands:

· Verify that you are pointing to “usr/ecs/<MODE>/CUSTOM/utilities”

· EcPlSlayAll <mode>
NOTE:  This command will kill any processes they may be running from a previous job.

· EcPlAllStart  <MODE> <1-4>

NOTE:  If the “Planning Master Timeline GUI” is invoked, close it by clicking on the upper-left system button and selecting “Close”.
The message handler GUI is invoked/displayed.



0930
Tester:  On the DPS workstation, in the Autosys window, invoke Autosys using the following commands:

· Note: You must be logged into cmshared to have privileges in AUTOSYS. Verify that you are pointing to “usr/ecs/<MODE>/CUSTOM/utilities”

· EcDpPrAutosysStart <MODE> FMR
Autosys is invoked.

0940
Tester:  Select the “Jobscape” option from the Autosys pop-up window.
The “Jobscape” option is invoked.

0950
Tester:  Select “Options/Edit run-time options” from the pull down menu and change the refresh rate to 5 seconds.

· click on Apply
· click on OK
The refresh rate is changed to 5 seconds.

0960
Tester:  On the Planning Workbench GUI (PLS) window, select “File/New” from the pull-down menu and enter the following plan name:

· Cloudmask Plan
· APPLY

· OK
The “Cloudmask Plan” is selected on the Planning Workbench GUI.

0970
Tester:  From the Planning Workbench GUI window, highlight the following Production Requests:

· <PGE NAME>
· <PGE NAME>
The Production Requests are highlighted.

0980
Tester:  Click on the down arrow to add the selected PRs to the schedule.
The MODIS Production Requests <PGE NAME>,  are added to the schedule.

0990
Tester:  Save the Candidate plan.

Click on “File”, then “Save” from the pull down menu.
The plan has been saved.

1000
Tester: 

Click on the “Activate” button

Save Plan before you activate it.
A pop-up window is displayed.

1010
Tester:  Enter the following end date and end time values:

<today’s date - MM/DD/YYYY> 23:00:00
The end date and time values are entered.

1020
Tester:  Click on the “OK” button.
The plan is now activated.  The Planning Workbench shows the DPRs being created for<PGE names>.  The Job Management Server log shows the same DPR(s) being received.  The DPRs will be forwarded to AutoSys and will appear in the AutoSys Display.  The execution of <PGE name> will begin as soon as DPS resources are available.

Viewing the run-time directory logs

1030
Tester:  Switch back to the DPS window and look at the “Jobscape” screen.

Note: You should put the post-processing box on hold until the other boxes have turned blue and you have checked the log to make sure they have ran successfully
The MODIS job boxes for the PGE are displayed with the following seven (7) jobs:

· Job #.A (allocate)

· Job #.S (stage)

· Job #.P (preprocess)

· Job #.E (execute)

· Job #.p  (post processing)

· Job #.I  (destaging)

· Job #.D (deallocation)

As the PGE runs through all seven jobs, each job will change color to indicate success or failure.

GREEN indicates that the job is running

BLUE indicates success

RED indicates failure.

1040
Tester:  While the designated job box is green, use the following command to view the log files (DPS - Logs):

· cd /usr/ecs/<mode>/CUSTOM/logs
· tail -f <log file name> (i.e., PGE#syn……A.err ) …
· when the job box turns blue, and there is a successful message at the end of the log, type ctrl c to exit

· repeat the “tail -f” command for the .A, .S and .P log files
The .A, .S, and .P log files are viewed during the allocation, staging, and preprocessing of PGE #.

1050
Tester:  While the .E job box is green, use the following command to view the execution log file (Science Processor window):

· cd /usr/ecs/<mode>/CUSTOM/logs
· tail -f <log file name> (i.e., PGE#syn……A.err ) 
when the job box turns blue, and there is a successful message at the end of the log, type ctrl c to exit
The .E log file is viewed during the execution of the PGE #.

1060
Tester:  While the designated job box is green, use the following command to view the log files (DPS - Logs):

· cd /usr/ecs/<mode>/CUSTOM/logs
· tail -f <log file name> (i.e., PGE#syn. ... .Ps.err)
· when the job box turns blue, and there is a successful message at the end of the log, type ctrl c to exit

repeat the “tail -f” command for the .p , .I , and .D  log files
The .p , .I , and .D  log files are viewed during the post processing, destaging, and deallocation of PGE #.

If the PGE(s) run before the tester has a chance to use the “tail -f” command, use the following steps to verify the logs.

1070
Tester:   On the DPS Logs xterm, use the following command:

· cd /usr/ecs/<mode>/CUSTOM/logs
· ls –ltr
· more <PGE log file name>.err (i.e., <PGE NAME>#sy…err )
Search for “Allocating”

· /Allocating
NOTE:  If you do not find the corresponding message while searching for key words, press the “n” character to go to the next instance of the word.
Will see the following message: “Allocating resources . . . SUCCEEDED.

1080
Tester:  Search for “staged”

=> /STAGED
Will see the following message:  “ALL INPUT DATA STAGED SUCCESSFULLY”.

1090
Tester:  Search for “Prep-executing”

=> /Prep-executing
Will see the following message:  “Prep-executing . . . SUCCEEDED”.
NOTE:  The next sentence in the log indicates that the Run PGE command has been sent to the Science Data Processor (e0spg01).  This log will be inspected for the PGE execution in step 1110.

1100
Tester:  Search for “Post-execution”:

=> /Post-execution
Will see the following message:  “Post-execution . . . SUCCEEDED”.

1110
Tester:  Search for “Deallocating”

=> /Deallocating
Will see the following message:  “Deallocating resources . . . SUCCEEDED”.

1120
Tester:  To view the results of the PGE execution, go to the Science Processor xterm, in the DPS workspace and use the following commands.

· cd /usr/ecs/<mode>/CUSTOM/logs
· ls
· more <PGE log file name>.err 
(i.e., <PGE NAME sy…err )
Search for “SUCCEED”

/SUCCEED
Will see the following message:  “Executing PGE . . . SUCCEED”

Repeat steps 1190–1300 for each PGE. (See list of Test Inputs for PGEs)

1130
Tester:  In the Database xterm, login to the PDPS database and verify that a new version of the output granule was created:

· isql –Uanonymous  –Panonymous  –Sg0pls02_srvr
1> use pdps

2>  select universalReference, granuleId from PlDataGranuleShort where granuleId like “%<output granule>_09%”
3>  go
The UR id will be displayed first:

UR: 10: DsShESDTUR:UR:15:DsShSciServerUR: 13: [EDC:DSSDSRV]:19:SC:AST_09T.001:xxxx, where xxxx = db Id.

The granule version will be listed after the UR.  Look for the latest granule version (Refer to step 122).  The latest granule id should be:

 AST_09T#00107041997130_ _ _n+1, where n=0, 1, 2, 3,…

1140
Tester:  Exit out of the database using the following command:

1> exit
The tester is logged out of the database.

ORE Post Exercise Analysis:

Objective 1:

a.  Review the information displayed on the “Monitor/Control” screen with the information contained in the “Ingest History Log”.  The following information is to be compared:  Request ID, Data Provider, Status, Ingest, Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume, (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.

b.  Review the information reported in the “EcInGran.log” and compare with the information provided in the “Ingest History Log” for completeness and accuracy.  Verification is performed to ensure that a Granule ID was provided for the Request ID displayed on the “Monitor/Control” screen and the “Ingest History Log”.

c.  Review the information reported in the “EcInGran.log” looking for the following completed and successful actions: (1) staging, (2) get MCF file, (3) preprocessing, and (4) insert.

d.  Review the archive database listing to verify that the “DB Id” listed for the archival insert is displayed in the “Archive Log”.

Objective 2:

a.  View the runtime logs for messages indicating success.

b.  Ensure that a new version of the granule was created.  (Steps 1310 – 1320)

c.  Ensure that the file sizes of the previous version and the new version are the same (Steps 1330 - 1340)

ORE-24 Post Execution Summary:

To be supplied by Test Lead/Conductor after execution:

ORE-24 Reference/Applicable Documents:

AT F-B090430-010$E_4px, Ingest, Validate, and Archive ASTER Level 1A and 1B Data at the EDC DAAC.

AT D-B120440-080$G_4px, Ad-hoc Reprocessing

611 Chapter 13, Section 13.1.6; Chapter 16: Section 16.4.6; Chapter 17, Section 17.9

625 Volume 6, 8 and 10

SVT TS0680.9, Polling With Delivery Record Interface Error Test

SVT TS0680.10, Polling Without Delivery Record Interface Error Test
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