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ORE-22: GSFC DAAC - ASTER GDS Interface
Overview

System interfaces between the Earth Observing System (EOS), Data and Information System (EOSDIS) core system, Advanced Spaceborne Terminal Emission and Reflection Radiometer (ASTER) Ground Data System provide the means for transferring ASTER data and for sending messages supporting data transfer.  Additionally, these interfaces support exchange of information concerning system status, user activity, product pricing, and guide information.

The interfaces between ASTER GDS and ECS can be classified as Electronic via the EBnet and the trans-pacific link which supports the following:

· Verify the system management between ECS (CSMS and SMC) and ASTER GDS.

· Verify the interface between ECS GSFC DAAC and ASTER GDS ADN DADS for transferring EDSs.

ORE Objectives:

· Subscription for the ASTER GDS to receive EDS can be entered at the GDAAC. 

· Transfer of EDS Data Notification (EDN) via Email over EBnet from GDAAC to ASTER.

· Receipt of EDS Data Request (EDR) from ASTER to GDAAC.

· Transfer of Expedited Data Sets (EDSs) from GSFC DAAC ECS to ASTER GDS via FTP PUT.

· Automatically transfer signal file from GDAAC to the FTP server to identify completion of the file transfer.

· Transfer of EDS Distribution Notice (EDDN) form GDAAC to ASTER GDS.

· Polling for ingest of ASTER Expedited Data Sets (EDS) from EDOS.

· Polling for NOAA NCEP GDAS data from the V0 Larry server to GDAAC.

· Subscription for the ASTER GDS to receive NOAA NCEP GDAS data files.

· Transfer of NOAA NCEP GDAS EDSs (1-degree, cloud cover) ancillary data products from the V0 DAAC's Larry server to GDAAC and then on to the ASTER GDS.

· Transfer of subscription Event Notification (EN) for GDAS via Email over Ebnet form GDAAC to ASTER GDS.

· E-mail communications through SMC for message exchange, system status and problem reporting.

· Transfer of Distribution Notices (DN) for GDAS via E-Mail over EBNet from GDAAC to ASTER GDS.

The specific ORE cases addressing the interfaces described above are the following:

PART 1:  GSFC DAAC/ASTER GDS Expedited Data Set Exchange.   This ORE case verifies that the GSFC DAAC has placed a subscription on the subscription server, on behalf of  ASTER GDS, for the EDS.  The ORE case will verify that the Notification and Request formats are as specified in the ECS/ASTER GDS ICD Section 9 and that the email header is as specified. 

PART 2:  GSFC DAAC Transfer of NOAA NCEP Data to ASTER GDS.  This ORE case verifies the capability of GDAAC receiving the NCEP Cloud Cover product from V0 Larry Server and forwarding the data sets on to ASTER GDS in a timely fashion. 

PART 3:  SMC Trouble Ticket. This ORE case verifies the capability to send and receive Trouble Ticket information for system downtimes, etc., between GDAAC and ASTER GDS via the SMC.

ORE Configuration:
Hardware and software configurations at the ASTER GDS and each ECS site are managed and tracked by the M&O organization at that site.  The most current configuration status report will be obtained prior to the start of testing and will be referenced in the ORE report. 

The GDAAC-ASTER GDS ORE will verify the interfaces and the requirements specified in the Interface Requirements Document between Earth Observing System Data and Information System (EOSDIS) Core System (ECS and MITI ASTER GDS Project, document 505-41-18, Change 3 dated 12/22/96.  All interfaces tested shall be as described in Interface Control Document Between EOSDIS Core System (ECS) and Aster Ground Data System, document 505-41-34 Revision D dated November, 1998, Revision C, including CCR505-41-34-004-F, Appendix A Work-Off Plan, Appendix B ODL Message Keywords (Objects), and Appendix C ASTER - GDS IMS DAR Client API List.  All operational activities will be performed as defined in the Operations Agreement between the GDAAC and the ASTER GDS.

Test Data:
Test Data Set Names
Description
Source
Location
ORE Case Used 
Comments

EDOS

· AST_EXP


(ASTER Level 0 EDSs)

Expedited data sets 


EDOS
GDAAC
1


External Ancillary Data

· GDASOZFH
· GDAS_OZF

(NCEP Data)

GDAS 1-degree ancillary data products from the NOAA NCEP for use in ASTER science processing. 
V0 Larry  server
GDAAC
2


Prerequisites:

The following prerequisites should be met before testing begins:    

· Configuration 

· EcCsEmailParser.cfg

· parser.sh

· GSFC Aliases

· SMC Aliases

· Subscription Notification for Aster Expedited Data

· User Profile for Aster Expedited Data

· Subscription Notification for NOAA NCEP Data 

· User Profile for NOAA NCEP Data

PART 1:  GSFC DAAC/ASTER GDS EDS Exchange

This ORE verifies that GSFC DAAC operations has the ability to place a subscription to the subscription server, on behalf of the ASTER GDS, once in the beginning of the mission and/or once at a time defined in an Operations Agreement between the ASTER GDS and GDAAC.  Each time the GSFC DAAC receives and EDS from EDOS, the subscription will automatically cause and EDN e-mail message to be sent to the ASTER GDS DADS.

ASTER GDS DADS will have the option of ignoring the data notification or requesting the EDS based upon the Metadata contained in the EDN.  This request form ASTER GDS DADS will be a EDS Data Request (EDR).

Note: during normal operations (i.e. on a day-to-day basis post launch) this system will be totally automated requiring no operator intervention.

ORE Objective

This ORE verifies the network and system status exchange interfaces between GSFC DAAC and the ASTER GDS.  This ORE verifies Section 9 of Document 505-41-34, Interface Control Document Between EOSDIS Core System (ECS) and ASTER Ground Data System and Section 4 of the Ops.  Agreement Between GSFC DAAC and the ASTER GDS.  The tests are as follows:

· Verify the exchange of ASTER Expedited L0 from GSFC DAAC to ASTER GDS.

· Subscription for the ASTER GDS to receive EDS can be entered at the GDDAC.

· Transfer of EDS Data Notification (EDN) via Email over Ebnet for GDAAC to ASTER

· Transfer of EDS Data Request (EDR) form ASTER to GDAAC.

· Automatically transfer of signal file from GDAAC to the FTP server to identify completion of the file transfer.

· Verify SMC can process EDR, EDN, and EDDN’s.

Prerequisite Conditions:

1. GSFC DAAC has placed a subscription on the subscription server, on behalf of the ASTER GDS, as defined by the operations agreement, to notify ASTER GDS of arrival of the expedited data sets to ASTER GDS.

2. The system has to be configured correctly with the IP addresses, Host Names, Passwords and ASTER Information. See GDAAC CM manager or operations controller for valid Operator Turnable Parameter values. 

3. The correct email address for both GSFC and ASTER must be supplied.

ORE Procedures:

Development Note:  ASTER EDSs will come on a nominal schedule (probably 3 times a day) and we need to document the nominal and develop a strategy to check and who to telephone if it does not show up.

1-1: ORE Setup:

Step ID
Position/Station 
Action 
Expected Results

1
Aster  GDS
Contact Aster GDS administrator for ORE support
ORE support available

2
EDOS
Verify that EDOS is up and is in a position to support the ORE.
EDOS is ready.

3
GDAAC Ops Controller
Verify that GDAAC is in a position to support the ORE.
GDAAC is ready.

4
SMC
Verify that SMC is in a position to support the ORE.
SMC is ready.

5
EDOS
Verify that EDOS Aster_exp files are available.
The files exist in a specified directory on EDOS

6
GDAAC User Services Representative
Verify EDS subscription and profile information.
Profiled subscription connect

7
GDAAC Ops Controller
System is available and all servers are up.
System is up

8
GDAAC Ops Controller
Verify parser.sh and $EcCsEmailParser.cfg files have the correct parameters.
Config. files are correct.

9
GDAAC Ops Controller
Verify aliases are correct.
Aliases are correct.

Note:g0ins01 Directory cd /etc Use ypcat - k command to view.

10
SMC 
Verify aliases are correct
Aliases are correct.



User Profile Set-Up

11
GDAAC User Services Representative 

– MSS 21
Open an x-term window and ssh to the MSS server.

 Enter ssh  g0mss21
 Login screen is displayed.

12
GDAAC User Services Representative 

– MSS 21
Enter passphrase
Login is successful.

13
GDAAC User Services Representative 

– MSS 21
Set DCE_login

dce_login <mode>user <mode>user
Login is successful.

14
GDAAC User Services Representative 

– MSS 21
Verify DCE login.

Enter  klist
Display shows principal information. If error message is received, not logged into DCE. Try Login again. 

16
GDAAC User Services Representative 

– MSS 21
Change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities
 Utilities directory is set.

17
GDAAC User Services Representative 

– MSS 21
List the contents of the directory. Enter

ls or ll 
Directory contents displayed.

18
GDAAC User Services Representative 

– MSS 21
Start the User Profile GUI:

Enter: EcMsAcRegUserGUIStart

<mode> 
 User Profile is successfully started.

19
GDAAC User Services Representative 

– MSS 21
Click on Profile Account


20
GDAAC User Services Representative 

– MSS 21
Select GSF for Retrieve by DAAC


21
GDAAC User Services Representative 

– MSS 21
Click on Retrieve


22
GDAAC User Services Representative 

– MSS 21
Select Expedited Data ASTER for USER ID:

$EcCsEmailPr


23
GDAAC User Services Representative 

– MSS 21
Verify entries.
Entries verified.

Userid: $EcCsEmailPr

Organization: ASTER_DAAC

Subscription Even Set-UP

24
GDAAC User Services Representative – INS01
Open an x-term window and ssh to the Subscription Server.

Enter ssh g0dms03
A login screen is displayed.

25
GDAAC User Services Representative – INS01
Enter passphrase
Login is successful.

26
GDAAC User Services Representative – INS01
Set DCE_login

dce_login <dce_login_name> <dce_password>
Login is successful.

27
GDAAC User Services Representative – INS01
Verify DCE login.

Enter klist
Display shows principal information. If error message is received, not logged into DCE. Try Login again.

29
GDAAC User Services Representative – INS01
Enter

Setenv mode <mode>
Note: Mode = OPS, TS1 or TS2.

30
GDAAC User Services Representative – INS01
Change to the utilities directory.  Enter <cd /usr/ecs/<mode>/CUSTOM/utilities
Utilities directory is set.

31
GDAAC User Services Representative – INS01
List the content of the directory: ll or ls
Directory content is displayed.

32
GDAAC User Services Representative – INS01
Start the Subscription Server GUI.  Enter or select EcSbSubServerGUIStart <mode>
The ECS subscription Server Operator tool is opened. The Subscription Editor Initial Screen is displayed.

33
GDAAC User Services Representative – INS01
Click OK to error message displayed


34
GDAAC User Services Representative – INS01
Click on the Events tab.


35
GDAAC User Services Representative – INS01
In the ECS subscription service Window: Record the Event ID of the data from the list: AST_EXP.001:INSERT
Event ID = 

Note: Description Message: Granule of AST_EXP type was inserted to DataServer Holdings. 

Create Subscription Notice

36
GDAAC User Services Representative – INS01
Click on Subscription Tab.
Subscriptions display.

37
GDAAC User Services Representative – INS01
Select the Subscription for the Event ID recorded above.
Subscription selected.

38
GDAAC User Services Representative – INS01
Click EDIT
Note: Do not click User Profile of Browse Events buttons. Will cancel GUI.
ECS Subscription window displays.

39
GDAAC User Services Representative – INS01
ECS Subscription window:

Enter Even ID:

<event ID #>
Enter user id:

<username>
Enter: <email address>

Enter: <email text:>

(ORE #, and description of ORE)

Select start date: <start date> use today's date

Select expiration date:

<expirationdate> use a date equal or greater than current date.

Click on "Submit" button
New subscription ID and its associated event ID are displayed

UserId: $EcCsEmailPr

Email address:

Comment: Start and Expiration Date tells when to start receiving data and when to stop receiving data. Expiration Data can equal to Start Date.

40
GDAAC User Services Representative – INS01
Record Subscription ID.
Subscription ID recorded.

41
GDAAC User Services Representative – INS01
On the  Menu: Click:

File/Exit
Exit Subscription GUI.

Perform Clean up

42
GDAAC Ingest Technician – ICG01
Open an x-term window and ssh to the ICG server.

Enter ssh g0icg01
Login screen is displayed.

43
GDAAC Ingest Technician – ICG01
Enter passphrase
Login is successful.

45
GDAAC Ingest Technician – ICG01
Change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities
Utilities directory is set

46
GDAAC Ingest Technician – ICG01
List the contents of the directory.

Enter: ll or ls
Directory contents displayed.

47
GDAAC Ingest Technician – ICG01
Enter or select cleanup <mode> EDOS
Cleanup is successful.

Note:  Will cleanup request and response directories and stale endpoints.

Ingest GUI

48
GDAAC Ingest Technician
Open an x-term window and ssh to the Ingest server.

Enter  ssh g0acs02
Login screen is displayed.

49
GDAAC Ingest Technician
Enter passphrase
Login is successful.

51
GDAAC Ingest Technician
Change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities
Utilities directory is set.

Set-up Email Account for EAN Delivery

52
GDAAC Ingest Technician
Select the “Operator Tools” button.


53
GDAAC Ingest Technician
Select the “Data Provider” button.  

Click on the arrow button in the text area field and select EDOS.


54
GDAAC Ingest Technician
Set-up email address.


Monitor Ingest

55
GDAAC Ingest Technician
Select the “Monitor/Control ” button.


56
GDAAC Ingest Technician
Select the “Data Provider” button.  

Click on the arrow button in the text area field and select EDOS.
Any ongoing EDOS Ingest Request appears on screen.

57
GDAAC Ingest Technician
Select Text View


1-2:  ORE Execution:

Step ID
Station 
Action 
Expected Results

1
GDAAC Ingest Technician
On the GUI window observe the status of the ingest.

Record the approximate time of the start of the ingest for reference and the Request ID.
In the text view, a new request ID is generated for each of the files to be ingested, the request is preprocessed, and all the requests are archived.

Comment:

The ingest Monitor and control shows the status as the Request.



Verify Log Files for Ingest

2
GDAAC Ingest Technician – ICG01
Open an x-term window and ssh to the Polling server.

Enter:

ssh g0icg01
A login screen is displayed

3
GDAAC Ingest Technician – ICG01
Enter passphrase
Login is successful



5
GDAAC Ingest Technician – ICG01
On the g0icg01 window, change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities/logs
Utilities directory is set.

6
GDAAC Ingest Technician – ICG01
View the contents of the log directory. Enter: ls -al
Directory contents displayed.

7
GDAAC Ingest Technician – ICG01
Verify no core dumps are in the directory.
No core dumps have been generated.

8
GDAAC Ingest Technician – ICG01
View the polling process activity log corresponding to the correct time frame of the ingest. Enter: cat EcInPolling.EDOS.ALOG | more
Verify that the polling process picked up the files, validated the data type, and that the request ID was generated and passed on to the Request Manger.

Comments:

Choose the latest logs to look at.  Verify the following. 

Staging  Message

-Staging disk allocation succeed for request #.

MCF message - 

“Get MCF file”

Preprocessing - 

Metadata preprocessing successful.

Insert - 

GranInsert

Request ID #

Provider = EDOS

9
GDAAC Ingest Technician – ICG01
View the polling process activity log corresponding to the correct time frame of the ingest. Enter

cat EdInPollingEDOSDEBUG.log | more
Check for error messages.

Comments:

Choose the latest logs to look at.

10
GDAAC Ingest Technician – ICG01
View the Request manager activity log. Enter

cat EcInReqMgr.ALOG | more
Verify the Request manager Processed the Request Ids and passed them on to the Granule process.

11
GDAAC Ingest Technician – ICG01
View the Request manager activity log. Enter cat EcInReqMgrDEBUG.log | more
Check for error messages.

12
GDAAC Ingest Technician – ICG01
View the Granule process activity log. Enter cat EcInGran.ALOG | more
Verify the request is pre-processed and is passed on to the archive.

13
GDAAC Ingest Technician – ICG01
View the Granule process activity log. Enter 
cat EcInGranDEBUG.log | more
Check for error messages.

Choose the latest logs to look at.

Check History Log from the Ingest GUI

14
GDAAC Ingest Technician
From the Ingest GUI, click on 'History Log' icon.


15
GDAAC Ingest Technician
Enter the following on the screen:

>start time and date

>stop time and date

>data provider = EDOS

>select detailed report

>select display
Verify the Request ID in Step XXX matches the Request ID on the screen.

16
GDAAC Ingest Technician
Double Click the Request ID to get granule specific information


17
GDAAC Ingest Technician
Verify the summary information and note any discrepancies or errors.


Verify EAN sent to EDOS

18
GDAAC Ingest Technician – ICG01
Call EDOS operator to verify EAN delivery.


19
GDAAC Ingest Technician – ICG01
ssh g0icg01

(gvicgaa)

Enter passphrase


20
GDAAC Ingest Technician – ICG01
Enter:

cd /usr/ecs/<mode>/CUSTOM/icl/g0icg01/data/INS/remote/EDOS/Response
Response directory is set.

21
GDAAC Ingest Technician – ICG01
Display directory Contents.

Enter ls -al
Directory contents displayed.

fCheck Science Data Server

23
GDAAC Ingest Technician – ACS03
Open an x-term window and ssh to the Science Data Server.

Enter ssh g0acs03
Login screen is displayed.

24
GDAAC Ingest Technician – ACS03
Enter passphrase
Login is successful.

26
GDAAC Ingest Technician – ACS03
Enter: isgl -U<anonymous> - P<anonymous> - Sg0acg01_srvr
Command is successful.

27
GDAAC Ingest Technician – ACS03
Enter:  use EcDsScienceDataServer1_<mode>
Command is successful.

28
GDAAC Ingest Technician – ACS03
Enter: go
Command is successful.

29
GDAAC Ingest Technician – ACS03
Enter

>select *from DsMdGranules where Shortname = "AST_EXP"

>order by insert time

>go


30
GDAAC Ingest Technician – ACS03
>select *from DsMdGrStringInfoContent where granuleID = <Granule dblD>

>go

>quit


Check Archive Server

31
GDAAC Ingest Technician – DRG01
Open and x-term window and ssh to the Archive server.

Enter ssh g0drg01
A login screen is displayed

32
GDAAC Ingest Technician – DRG01
Enter passphrase
Login is successful.

34
GDAAC Ingest Technician – DRG01
Obtain a directory listing Type:

 >cd /dss_stk1/<mode>/aster

>la -altr *AST_EXP*
Comments:

Verify that all ASTER data files and construction record files were archived (look at file time stamps and compare file sizes to file sizes of original data in stage area).

The DB ID number from the Science Data Server DB ID number should match.

Distribution GUI

35
GDAAC Distribution Technician – DIS02
Open a x-term window and ssh to the Distribution server.

Enter ssh  g0dis02


 A login screen is displayed.

36
GDAAC Distribution Technician – DIS02
Enter passphrase
Login is successful.

38
GDAAC Distribution Technician – DIS02
Change to the utilities directory. Enter

cd /usr/ecs/<mode>/CUSTOM/utilities
Utility directory is set.

39
GDAAC Distribution Technician – DIS02
View directory contents.

ls -al
Directory contents displayed.

40
GDAAC Distribution Technician – DIS02
Start the Distribution GUI. Enter or Select: 

EcDsDdistGuiStart <mode>
Distribution GUI is successfully started.

41
GDAAC Distribution Technician – DIS02
Click OK to error message.
Error message disappears.

42
GDAAC Distribution Technician – DIS02
View Distribution GUI to verify the Acquire was completed successfully.

Record the request ID.
GUI should state shipped. 

43
GDAAC Distribution Technician – DIS02
Exit the GUI. On the menu, Click 

File/Exit


Verify Distribution Server log.

44
GDAAC Distribution Technician – DIS02
Perform 40 through 47, if Distribution GUI status is other than shipped.


45
GDAAC Distribution Technician – DIS02
Change to the log directory. Enter

cd /usr/ecs/<mode>/CUSTOM/logs
Log directory is set.

46
GDAAC Distribution Technician – DIS02
View directory contents.

ls -al
Directory contents displayed.

47
GDAAC Distribution Technician – DIS02
View the EcDsDistributionServerDebug.log. Enter

 cat EcDsDistributionServerDebug.log |more 
Errors are located and recorded.

Order Tracking

48
GDAAC Distribution Technician  - MSS21
On the g0mss21 window, change to the utilities directory. Enter

cd /usr/ecs/<mode>/CUSTOM/utilities
 Utilities directory is set.

49
GDAAC Distribution Technician  - MSS21
Display directory contents.

ls -al
Directory contents displayed..

50
GDAAC Distribution Technician  - MSS21
Start the Order Tracking Gui. Enter or select:

EcMsAcOrderGUIStart

<mode>


51
GDAAC Distribution Technician  - MSS21
Click on Request ID


52
GDAAC Distribution Technician  - MSS21
Enter Request ID from step XXX
Request id entered.

53
GDAAC Distribution Technician  - MSS21
Click Query Order


54
GDAAC Distribution Technician  - MSS21
Check status.
Verify the status of the order was successful.



55
GDAAC Distribution Technician  - MSS21
Exit Order Tracking Gui.

Click File/Exit
Exit from GUI.

Verify EDN, EDR, and EDDN at SMC

56
GDAAC Distribution Technician  - M0CSS03
Open an x-term window and ssh to the Archive server.

ssh m0css03


 A login screen is displayed.

57
GDAAC Distribution Technician  - M0CSS03
Enter passphrase
Login is successful.

59
GDAAC Distribution Technician  - M0CSS03
Change to the Log directory. Enter

cd /usr/ecs/SHARED/CUSTOM/logs
Log directory is set.

60
GDAAC Distribution Technician  - M0CSS03
Display directory contents.

ls –al
Directory contents displayed.

61
GDAAC Distribution Technician  - M0CSS03
View EcMsAsMail -Operation log and check the EDN. 

cat EcMsAsMail – Operation | more
 Verify email message text. Check for GRANULE_ID – UR_ID. Should have header.

62
GDAAC Distribution Technician  - M0CSS03
Look for the EDDN message in the   EcMsAsMail-Operation log. 
 Verify email message text.

63
GDAAC Distribution Technician  - M0CSS03
Change to the EcMsAsRcv directory.

Enter 

cd /EcMsAsRcv
Directory is set.

64
GDAAC Distribution Technician  - M0CSS03
View EcMsAsMail - Operation log and check the EDR. 

cat EcMsAsMail  – Operation | more
 Verify email message text.

1-3:  ORE Termination:

Step ID
Station
Action
Expected Results

3.001
GSFC
Wherever DCE login used, Enter:

kdestroy
Logout of DCE.

INS01, MSS21

3.002
GSFC
Exit all GUI’s.


3.002
GSFC
Logoff all workstations.


Post-ORE Analysis Steps:

Review the following analysis for each subscription ingested in this ORE procedure:

a) View the contents of the following directories for the presence of data files:

/usr/ecs/<mode>/CUSTOM/data/CSS/EDN

/usr/ecs/<mode>/CUSTOM/data/CSS/EDR

/usr/ecs/<mode>/CUSTOM/data/CSS/EDRFail

If each of the directories listed above is void of data files, this confirms a successful generation and processing of both EDN and EDR e-mail messages from EmailParser and ASTER GDS.

Part 2:

GSFC DAAC Transfer of NOAA NCEP Data to ASTER GDS

The National Oceanic and Atmospheric Administration (NOAA) National Center for Enviromental Prediction (NCEP) produces,  processes,  handles,  and distributes meteorological and oceanographic information to users.  The GSFC DAAC V0 system Global Data Assimilation system (GDAS) pulls NCEP ancillary data products daily and makes them available on GDAAC Data Link Server (Larry), larry.gsfc.nasa.gov.  This ORE verifies that GSFC DAAC operations has the ability to place a subscription to the subscription server, on behalf of the ASTER GDS, upon every occurrence GDAS data ingest as defined in the Operations Agreement between the ASTER GDS and ECS.  Each time the GSFC DAAC receives NCEP data from GDAAC Data Link Server, the subscription will automatically FTP push the GDAS data to the ASTER GDS DADS.

ORE Objectives:

This ORE verifies the network and system status exchange interfaces between GSFC DAAC and the ASTER GDS. This ORE verifies Section 4 of the Ops. Agreement Between GSFC DAAC and the ASTER GDS.  The ORE steps are as follows:

· Verify the exchange of NOAA NCEP ancillary data  from GSFC DAAC to ASTER GDS.

· Subscription request for the ASTER GDS to receive NOAA NCEP ancillary data can be entered at the GDAAC. 

· Automatically trigger delivery of an Event Notification to the GDS notifying ASTER of data availability and a distribution notice to the GDS notifying them of successful FTP of the data.

Prerequisite Conditions:   

1.  GSFC DAAC has placed a subscription on the subscription server, on behalf of the ASTER GDS, as defined by the operations agreement, to notify ASTER GDS of arrival of the NOAA NCEP ancillary data.

ORE Procedures:

2-1:  ORE Setup:

Step ID
Station 
Action 
Expected Results

1
ASTER

GDS
Contact Aster GDS administrator for ORE support.
ORE support available.

2
Larry
Verify that Larry is up and is in a position to support the ORE.
Larry is ready.

3
GDAAC
Verify that GDAAC is in a position to support the ORE.
GDAAC is ready.

4
Larry
Verify that Larry GDAS files are available.
The files exist in a specified directory on Larry server

5
GSFC
System is available and all servers are up.


7
SMC
Verify aliases are correct.
Aliases are correct.

User Profile Set-Up

8
MSS21
Open an x-term window and login to the MSS server.

 Enter ssh  g0mss21
 Login screen is displayed.

9
MSS21
Enter passphrase
Login is successful.

10
MSS21
Set DCE_login

dce_login <dce_login_name> <dce_password>


Login is successful.

11
MSS21
Verify DCE login.

Enter klist
Display shows principal information. If error message is received, not logged into DCE. Try Login again. 

13
MSS21
Change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities
 Utilities directory is set.

14
MSS21
Display directory contents.

Enter:

ls or ll
Directory contents displayed.

15
MSS21
Start the User Profile GUI:

Enter: EcMsAcRegUserGUIStart  <mode> 
 User Profile is successfully started.

16
MSS21
Click on Profile Account


17
MSS21
Select GSF for Retrieve by DAAC


18
MSS21
Click on Retrieve


19
MSS21
Select GDAS_User


20
MSS21
Verify email address and organization entries.
Userid: GDAS_User
Email address



Subscription Event GUI

21
INS01
Open and x-term window and logon to the Subscription Server.

Enter ssh g0ins01
A login screen is displayed.

22
INS01
Enter passphrase


23
INS01
Set DCE_login

dce_login <dce_login_name> <dce_password>
Login is successful.

24
INS01
Verify DCE login.

Enter klist
Display shows principal information. If error message is received, not logged into DCE. Try Login again.

26
INS01
Enter

Setenv mode <mode>
Note: Mode = <mode>, TS1 or TS2.

27
INS01
Change to the utilities directory.  Enter <cd /usr/ecs/<mode./CUSTOM/utilities
Utilities directory is set.

28
INS01
List the content of the directory: ll or ls
Directory content is displayed.

29
INS01
Start the Subscription Server GUI.  Enter or select EcSbSubServerGUIStart <mode>
The ECS subscription Server Operator tool is opened. The Subscription Editor Initial Screen is displayed.

30

Click OK to error message displayed


31

Click on the Events tab.


32
INS01
In the ECS subscription service Window: Record the Event ID of the data from the list: GDAS_EXP.001:INSERT
Event ID = 

Note: Description Message: Granule of GDAS type was inserted to DataServer Holdings. 

Create Subscription Notice

33

Click on Subscription.


34

Select the Subscription for the Event ID recorded above.


35

Click EDIT

Note: Do not click User Profile of Brows Events buttons. Will cancel GUI.


36
INS01
ECS Subscription window:

Enter Even ID:

<event ID #>
Enter user id:

<username>
Enter: <email address>

Enter: <email text:>

(ORE #, and description of ORE)

Select start date: <start date> use today's date

Select expiration date:

<expirationdate> use a date greater than current date.

Click on "Actions" button
New subscription ID and its associated event ID are displayed.

Event Id: use Event Id from 

step  1.032

UserId: aster_gdas
Email Text: ORE #, and description of ORE

37

ECS Action Window:

Enter User Profile:

<username>
Enter User Name:

<username>

Enter: <user password>

Enter: <verify password>
Enter: <host name:>

Enter: <destination>

Click on "OK" button


38

On the Add/Edit Window:

Click on the "Submit" button.


39

Record Subscription ID.
Subscription ID recorded.

ID=.

40
INS01
On the  Menu: Click:

File/Exit
Exit Subscription GUI.

Perform Clean up.

41
ICG01
Open an x-term window and logon to the ICG server.

Enter ssh g0icg01
Login screen is displayed.

42
ICG01
Enter passphrase
Login is successful.

44
ICG01
Change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities
Utilities directory is set

45
ICG01
List the contents of the directory.

Enter: ll or ls
Directory contents displayed.

46
ICG01
Enter or select

Cleanup <mode> GSFC-V0
Cleanup is successful

47

Ingest GUI


48
INGEST GUI
Open an x-term window and ssh to the Ingest server.

Enter  ssh g0acs02
Login screen is displayed.

49
INGEST GUI
Enter passphrase
Login is successful.

51
INGEST GUI
Change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities
Utilities directory is set.

52
INS01
List the content of the directory:

Type: ll or ls
Directory content is displayed.



53
INGEST GUI
Start the Ingest GUI:

Enter: EcInGUIStart <mode> 
 Ingest GUI is successfully started.

Set-up Email Account for PAN Delivery

54
INGEST GUI
Select the “Operator Tools” button.


55
INGEST GUI
Select the “Data Provider” button.  

Click on the arrow button in the text area field and select GSFC-V0.


56
INGEST GUI
Set-up email address.


Monitor Ingest

57
INGEST GUI
Select the “Monitor/Control ” button.


58
INGEST GUI
Select the “Data Provider” button.  

Click on the arrow button in the text area field and select GSFC-V0.
Any ongoing Ingest Request appears on screen.

59
INGEST GUI
Select Text View


2-2:  ORE Execution:

Step ID
Station 
Action 
Expected Results

1
INGEST

GUI
On the GUI window observe the status of the ingest.

Record the approximate time of the start of the ingest for reference and the Request ID.
In the text view, a new request ID is generated for each of the files to be ingested, the request is preprocessed, and all the requests are archived.

Comment:

The ingest Monitor and control shows the status as the Request.

Verify Log  Files for Ingest

2
ICG01
On the g0icg01 window, open an x-term window and ssh to the Polling server.

Enter:

ssh g0icg01
A login screen is displayed

3
ICG01
Enter passphrase
Login is successful



5
ICG01
Change to the utilities directory:

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities/logs
Utilities directory is set.

6
ICG01
View the contents of the log directory. Enter: ls -al
Directory contents displayed.

7
ICG01
Verify no core dumps are in the directory.
No core dumps have been generated.

8
ICG01
View the polling process activity log corresponding to the correct time frame of the ingest. Enter: cat EcInPolling.GSFC-V0.ALOG | more
Verify that the polling process picked up the files, validated the data type, and that the request ID was generated and passed on to the Request Manger.

Comments:

Chose the latest logs to look at.  Verify the following. 

Staging  Message

-Staging disk allocation succeed for request #.

MCF message - 

Get MCF file

Preprocessing - 

Metadata preprocessing successful.

Insert - 

GranInsert

Request ID #

Provider = EDOS

9
ICG01
View the polling process activity log corresponding to the correct time frame o the ingest. Enter cat EdInPolling GSFC-V0DEBUG.log | more
Check for error messages.

Comments:

Choose the latest logs to look at.

10
ICG01
View the Request manager activity log. Enter cat EcInReqMgr.ALOG | more
Verify the Request manager Processed the Request Ids and passed them on to the Granule process.

11
ICG01
View the Request manager activity log. Enter cat EcInReqMgrDEBUG.log | more
Check for error messages.

12
ICG01
View the Granule process activity log. Enter cat EcInGran.ALOG | more
Verify the request is pre-processed and is passed on to the archive.

13
ICG01
View the Granule process activity log. Enter 
cat EcInGran DEBUG.log | more
Check for error messages.

Choose the latest logs to look at.

Check History Log from the Ingest GUI

14
INGEST

GUI
From the Ingest GUI, click on 'History Log' icon.


15
INGEST

GUI
Enter the following on the screen:

>start time and date

>stop time and date

>data provider = GSFC-V0

>select detailed report

>select display
Verify the Request ID in Step 1 matches the Request ID on the screen.

16
INGEST

GUI
Double Click the Request ID to get granule specific information


17
INGEST

GUI
Verify the summary information and note any discrepancies or errors.


Verify PAN sent to Larry/EDOS

18
GSFC
Call  Larry/EDOS operator or perform the following three steps to verify PAN delivery.


19
ICG01
On the g0icg01 window, Enter

cd /usr/ecs/<mode>/CUSTOM/icl/g0icg01/data/INS/remote/ GSFC-V0/Response
Response directory is set.

20
ICG01
Display directory contents. Enter

ls -al
Directory contents displayed.

Check Science Data Server

22
ACS03
Open an x-term window and ssh to the Science Data Server.

Enter ssh g0acs03
Login screen is displayed.

23
ACS03
Enter passphrase
Login is successful.

25
ACS03
Enter

isql –U<username> -P<password > -Sg0acg01_srvr  


Command is successful.

26
ACS03
Enter

use EcDsScienceDataServer1_<mode>
Command is successful.

27
ACS03
Enter: go
Command is successful.

28
ACS03
Enter

>select *from DsMdGranules where Shortname = "GDAS"

>order by insert time

>go
Granules for GDAS display.

29
ACS03
>select *from DsMdGrStringInfoContent where granuleID = <Granule dblD>

>go

>quit


Check Archive Server

30
DRG01
Open and x-term window and ssh to the Archive server.

Enter ssh g0drg01
A login screen is displayed

31
DRG01
Enter passphrase
Login is successful.

33
DRG01
Obtain a directory listing 

Type: >cd /dss_stk1/<mode>/aster

>la -altr *GDAS*
Comments:

Verify that all ASTER data files and construction record files were archived (look at file time stamps and compare file sizes to file sizes of original data in stage area).

The DB ID number form the Science Data Server DB ID number should match.

Distribution GUI

39
DIS02
Open an x-term window and ssh to the Archive server.

Enter ssh g0dis02


 A login screen is displayed.

40
DIS02
Enter passphrase
Login is successful.

42
DIS02
Change to the utilities directory. 

Enter: cd /usr/ecs/<mode>/CUSTOM/utilities
 Utilities directory is set.

43
DIS02
View directory contents.

ls -al
Directory contents displayed.

44
DIS02
Start the Distribution Gui 

Enter or select: EcDsDdistGuiStart <mode>
Distribution Gui is started.

45
DIS02
Click OK to error message.
Error message disappears.

46
DIS02
View Distribution GUI to verify the Acquire Request was completed successfully. 

Record the request ID.
GUI should state shipped for request id.

47
DIS02
Exit Distribution GUI.

Click File, Exit


48
DIS02
Perform steps 2.049 through 2.051, if Distribution GUI status is other than shipped.


49
DIS02
Change to the log directory. Enter

cd /usr/ecs/<mode>/CUSTOM/logs
Log directory is set.

50
DIS02
View Directory contents.

Enter

ls or ll
Directory contents displayed.

51
DIS02
View the EcDsDistributionServerDebug.log file.

 cat EcDsDistributionServerDebug.log | more
Errors are located and recorded.

2-3:  ORE Termination

Step ID
Station 
Action 
Expected Results

1
GSFC
Wherever DCE login used, Enter:

kdestroy
Logout of DCE.

g0mss21, g0ins01

2
GSFC
Exit all GUI’s.


3
GSFC
Logoff all workstations.


Part 3: SMC Trouble Ticket

3-1: ORE Set-up
Step ID
Station 
Action 
Expected Results

1
MSH08
Open an x-term window and ssh to the Science Data Server.

Enter ssh  g0msh08


 Login screen is displayed.



2
MSH08
Enter passphrase
Login is successful.

5
MSH08
Start the ARS System User Tool.

Enter

/usr/ecs/<mode>/COTS/remedy/bin/aruse &


For First Time Users of the AR System perform the following 4 steps 1

6
MSH08
A login screen will display. Enter your UNIX account name, leave the password blank.


7
MSH08
Click Apply.
Login successful. A home directory will be created. 

8
MSH08
Open a schema. 

Click File/Open Schema


9
MSH08
Select RelB-Trouble Tickets. 


10
MSH08
Click Apply.
Schema created. 

3-2: ORE Execution

Step ID
Station 
Action 
Expected Results

1
MSH08
A Query window is displayed.


2
MSH08
To submit a new trouble ticket Click

File/Open Submit
A submit window displays. Required fields appear in bold font.

3
MSH08
Enter the following fields.

Short Description 

Submitter ID – select from dropdown or enter.

Long Description

Submitter Impact


4
MSH08
· Select Query > List

· Select a Trouble Ticket

· Select Menu > Query > Modify individual
· Change Trouble Ticket to Forward
· Go to picklist next to Forward-to field.  Verify the delivery of the email.

· Select AGD
· Click Forward button above Forward-to field

· Click APPLY  on the lower left corner


3-3: ORE Termination

Step ID
Station 
Action 
Expected Results

1
GSFC
Exit all GUI’s.


2
GSFC
Logoff all workstations.
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