ORE-2 Ancillary Ingest and Archive 
ORE-2:  Ancillary Ingest and Archive

This exercise will verify the following GDAAC capabilities; electronic transfer of ancillary data needed for MODIS transfer of ancillary data needed for MODIS production from the GDAAC "Larry" server; electronic transfer of ancillary data from FDF and the EOC; ingest of all ancillary data in GDAAC_ECS, and archival of all ancillary data in GDAAC_ECS. 

The first objective of this exercise is to ensure that the GSFC ECS DAAC ingests ancillary data (via the Data Link Server; node name: Larry) that is used in the generation of MODIS higher level data products.  Ancillary data ingested are NCEP, NESDIS, and TOMS. The ancillary data may include associated metadata and calibration data.  Verification is made to ensure that the ancillary data is received, accounted for, validated, archived, and updated in the appropriate inventories. The formatted HDF-EOS data sets are viewed in EOSView. This exercise will also verify that ECS will send NOAA a PDRD in response to an erroneous PDR. 

The second objective of this exercise is to ensure that the GSFC ECS DAAC ingests DEFINITIVE ATTITUDE data from FDD.  Verification is made to ensure that the Ingest History Log is updated with the ingested DEFINITIVE ATTITUDE data. The exercise will demonstrate successful ingest of one or more granules when all the granules in the directory need to be ingested (i.e., they haven’t yet been ingested into ECS). The exercise will also demonstrate successful ingest of one or more granules when some of the granules in the directory have already been ingested.  The interface to FDD would then be  polling without delivery record.

Exercise Assumptions:

The INGEST related servers are up.  Verify by checking the HP OpenView screen. 

Subscriptions for the - ancillary data are handled by the Pull Scenario Group

Ensure that the following eosview_data directory exists in the user account home directory: /home/<username>/eosview_data

For real FDD interface test, verify that the following parameters are in the configuration file (EcInPolling.cfg on icg01) under the Ingest Polling for FDD section:

· $PollingDirectory$ is set to /eosam1/SDPS_polling

· $HostName$ is set to panda.eoc.ecs.nasa.gov

The “ll” command is used as an alias for the UNIX command “ls -l”.

ORE Data Sets:

The following Data Sets will be utilized during this ORE:

Data Set Name
Description

Objective #1

gdas..PDR
NCEP 1-Degree Global Data Assimilation Model (GDAS) Product PDR

ncep04.PDR
NCEP T62 Spectral Coefficients (Sigma Product) PDR

reyn.PDR
NCEP Reynolds Blended SST  Weekly Product PDR

ozdaily.PDR
NCEP TOVS Ozone Daily Product PDR

oz2daily.PDR
NCEP TOVS Ozone Twice-Daily Product PDR

ozoneep.PDR
EP/TOMS Data PDR

fnmoc.PDR
FNMOC PDR

seaice.PDR
NCEP SSM/I Daily Sea Ice Product PDR

err_file_id_mss.PDR
NCEP Bad PDR

AM1_DEFATT_010_000_181_1998_01.FDD
Definitive attitude data as provided by FDD

AM1_DEFATT_000_000_213_1997_01.FDD
Definitive attitude data as provided by FDD

AM1_DEFATT_020_000_213_1997_01.FDD
Definitive attitude data as provided by FDD

AM1_DEFATT_042_000_212_1997_01.FDD
Definitive attitude data as provided by FDD

AM1_DEFATT_060_000_212_1997_01.FDD
Definitive attitude data as provided by FDD

AM1_DEFATT_080_000_212_1997_01.FDD
Definitive attitude data as provided by FDD

AM1_DEFATT_100_000_212_1997_01.FDD


Definitive attitude data as provided by FDD

ORE-2 Procedures:

Development Note:  Larry Server Ancillary data will come on a nominal schedule and we need to document the nominal and develop a strategy to check and decide who to telephone if it does not show up.

ORE-2: Step-By-Step Procedures

Objective 1

Step No.
Position
Input Action
Expected Results

0010
Ingest/Distribution Technician
Login to the Ingest Client workstation, on the “POLLING” screen, using the following step/command:

· ssh g0acg01
· Enter Passphrase


Login is successful.

0020
Ingest/Distribution Technician
Perform the following step in the “POLLING” terminal window:

· unalias xterm

The environment display is set.

0030
Ingest/Distribution Technician
Create the following three (3) xterm windows (“POLLING” screen) using the following steps/commands:

· xterm -sb -sl 5000 -n “Polling Directory” &
· xterm -sb -sl 5000 -n “GW Client” &
· xterm -sb -sl 5000 -n “Logs” &
The Polling xterm is successfully started.

0060
Ingest/Distribution Technician
Verify that the TOMS Ancillary PDR  file is not in the polling directory (Polling Directory window), using the following steps/commands:

· cd <DAAC GSFC-V0 Polling Directory name>
·  ll
The polling directory is empty.

NOTE:  If the TOMS Ancillary data file is present in the polling directory, please delete from the directory.

0070
Ingest/Distribution Technician
Login to the Ingest Client workstation, on the “ARCHIVE” screen, using the following step/command:

· ssh g0drg01
· Enter Passphrase 


Expected Result: Login is successful.

0080
Ingest/Distribution Technician
Perform the following step in the “ARCHIVE” terminal window:

· unalias xterm

The environment display is set.

0090
Ingest/Distribution Technician
Create the following two (2) xterm windows (“ARCHIVE” screen) using the following steps/commands:

· xterm -sb -sl 5000 -n “Archive Server” &
· xterm -sb -sl 5000 -n “Database” &
The Archive Server and Database xterm windows are successfully created.

0100
Ingest/Distribution Technician
Login to the Ingest Client workstation, on the “INS GUI” screen, using the following steps/commands:

· ssh g0acs02
· Enter passphrase


Login is successful.

0110
Ingest/Distribution Technician
Perform the following step in the “INS GUI” terminal window:

· unalias xterm

The environment display is set.

0120
Ingest/Distribution Technician
Start an Ingest GUI xterm and a E-mail xterm using the following step/commands:

· xterm –sb –sl 5000 –n “Ingest GUI” &
· xterm –sb –sl 5000 –n “E-mail” &
The Ingest GUI xterm is successfully started.

0130
Ingest/Distribution Technician
On the Ingest GUI xterm, start the INGEST GUI using the following steps/commands:
· cd /usr/ecs/<mode>/CUSTOM/utilities
· ll
· type EcInGUIStart <mode>
The INGEST GUI is successfully started

0140
Ingest/Distribution Technician
On the E-mail xterm, Start Netscape for mail  function 

· ssh g0ins02
· Enter passphrase

The E-mail tool is successfully started.

0150
Ingest/Distribution Technician
On the INGEST GUI select the “Operator Tools” function.
The “Operator Tools” function is selected.

0160
Ingest/Distribution Technician
On the “Operator Tools” screen, perform the following steps/commands:

· enter GSFC-V0  as the External Data Provider

· type in the E-mail address of the NOAA (this is where the PAN/PDRD will be sent)

· set the priority to Low
· select the OK button
“NCEP ” is entered as the External Data Provider and the priority is set to “Low”.

0170
Ingest/Distribution Technician
On the “Operator Tools” screen, perform the following steps/commands:

· enter GSFC-V0  as the External Data Provider

· type in the E-mail address of the NOAA (this is where the PAN will be sent)

· set the priority to Low
· select the OK button
“NESDIS ” is entered as the External Data Provider and the priority is set to “Low”.

0180
Ingest/Distribution Technician
On the “Operator Tools” screen, perform the following steps/commands:

· enter GSFC-V0  as the External Data Provider

· type in the E-mail address of the NOAA (this is where the PAN will be sent)

· set the priority to Low
· select the OK button
“GSFC-V0 ” is entered as the External Data Provider and the priority is set to “Low”.

0190
Ingest/Distribution Technician
On the INGEST GUI select the “Monitor/Control” function.
The “Monitor/Control” function is selected.

0200
Ingest/Distribution Technician
On the “Monitor/Control” screen, perform the following steps/commands:

· select All Requests
· select Text View
The Monitor/Control screen is now set up so that the Ingest/Distribution Technician can monitor the status of the polling process as soon as polling begins.

The following steps 0210 and #0250 will generate a Product Delivery Report Discrepancy (PDRD) in response to an invalid PDR.

0210
Ingest/Distribution Technician
Perform the following step to copy the NCEP Ancillary bad PDR file to the TBD directory:

· cd /usr/ecs/<mode>/CUSTOM/data/INS/
· ll
· cp <data set name bad PDR> <GSFC DAAC NCEP Ancillary polling directory>
· cd /usr/ecs/<mode>/CUSTOM/data/INS/pollGSFC-V0
The NCEP Ancillary Data file is copied to the polling directory location at the GSFC ECS DAAC.

0220
Ingest/Distribution Technician
GSFC ECS DAAC polls directory on open server for presence of an NCEP Ancillary Data Erroneous PDR.  
Polling is initiated.

0230
Ingest/Distribution Technician
GSFC ECS DAAC receives the NCEP Ancillary Data Erroneous  PDR file information and begins PDR validation process.
The NCEP Ancillary Data Error PDR is retrieved.

0240
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician reviews the Monitor/Control display.
The Monitor/Control screen displays a failure status for the requested ID number.

0250
Ingest/Distribution Technician
Click on the E-mail window to view the PDRD message.

****NOTE: NCR against PDRD Email Notification – AS
The PDRD contains an Invalid file ID.

The following steps #0260 and #0290 will be exercised only if the necessary PDR files have not already been placed in the designated directory.

0260
Ingest/Distribution Technician
Perform the following step to copy the NCEP Ancillary PDR file to the NCEP polling directory:

(The data remains in the data directory and the PDR points to the data.)

· cd /usr/ecs/<mode>/CUSTOM/data/INS/
· ll

· cp /usr/ecs/<mode>/CUSTOM/data/INS/

· cd /usr/ecs/<mode>/CUSTOM/data/pollGSFC-V0
NOTE:  NCEP data sets:

GDAS_0ZF, NCEP03 (Drop 5), NCEP04, REYNSST, OZ_DAILY, OZ2DAILY, and SEAICE
The NCEP Ancillary Data PDR file is copied to the polling directory location at the GSFC ECS DAAC.



0270
Ingest/Distribution Technician
Perform the following step to copy the NESDIS Ancillary PDR file to the NESDIS directory:

(The data remains in the data directory and the PDR points to the data.)

· cd /usr/ecs/<mode>/CUSTOM/data/INS/
· ll

· cp <.pdr>../pollGSFC-V0
·  cd /usr/ecs/<mode>/CUSTOM/data/pollGSFC-V0

The NESDIS Ancillary Data PDR file is copied to the polling directory location at the GSFC ECS DAAC.

0280
Ingest/Distribution Technician
Perform the following step to copy the TOMS Ancillary PDR file to the GSFC-V0 polling directory:

(The data remains in the data directory and the PDR points to the data.)

· cd /usr/ecs/<mode>/CUSTOM/data/INS/
· ll

· cp <.pdr>../pollGSFC-V0
· cd /usr/ecs/<mode>/CUSTOM/data/pollGSFC-V0
TOMS data set: OZONEEP
The GSFC-V0 Ancillary Data PDR file is copied to the polling directory location at the GSFC ECS DAAC.

0290
Ingest/Distribution Technician
GSFC ECS DAAC polls directory on open server for presence of an NCEP, NESDIS and TOMS Ancillary Data PDRs.
Polling accomplished.

0300
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician reviews the Monitor/Control display.
The Monitor/Control screen displays the current progress of the NCEP Ancillary Data ingest.

0310
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician, note the Request IDs displayed on the screen.

NCEP data sets:

GDAS_0ZF Request ID =__________________

NCEP03 (Drop 5) Request ID =__________________

NCEP04 Request ID  = _________________

REYNSST Request ID =__________________

OZ_DAILY Request ID =__________________

OZ2DAILY Request ID =__________________ 

SEAICE Request ID =  _________________ 

NESDIS data set:

FNMOC  Request ID=__________________

TOMS data set:

OZONEEP Request ID=__________________
The Request IDs are noted.

0320
Ingest/Distribution Technician
Double click on the ingest request to get granule specific information.
The granule specific information is displayed for the NCEP/NESDIS/TOMS Ancillary Data ingest request.

Repeat this step for each Request ID.

0330
Ingest/Distribution Technician
GSFC ECS DAAC receives the NCEP, NESDIS, and TOMS Ancillary Data PDR file information and begins PDR validation process.
The NCEP, NESDIS, AND TOMS Ancillary Data PDRs are validated.

0340
Ingest/Distribution Technician
GSFC ECS DAAC automatically extracts the metadata from transferred NCEP, NESDIS, and TOMS ancillary data files to perform validation checks (e.g., range checks).
Selected parameters from the extracted metadata are checked to verify the consistency and correctness of the data and metadata. NOTE: Granule_State = Preprocessed

0350
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician; while monitoring the INGEST GUI, the screen indicates that the Ingest Requests are 100% complete.
The PDRs and NCEP, NESDIS, and TOMS ancillary data files have been successfully ingested. NOTE: Granule_State = Archived

0360
Ingest/Distribution Technician
GSFC ECS DAAC: Sends a Product Acceptance Notification (PAN) to NOAA indicating successful transfer of data.
NOAA  receives the PANs from the GSFC ECS DAAC.

0370
Ingest/Distribution Technician
Views the EcInGran1.ALOG to verify successful ingest and preprocessing of the data on the Logs window, using the following steps/commands:

· cd /usr/ecs/<mode>/CUSTOM/logs
· ll -tr
· verify that the following files are listed:

· EcInGran.ALOG

· EcInPolling.GSFC-V0.ALOG

· EcInReqMgr.ALOG

· more EcInGran.ALOG|grep request ID
· /Staging (search for the word “Staging”); will see the following message => “Staging disk allocation succeeded for request #”

· /MCF (search for the word “MCF”); will see the following message => “Get MCF file” 

· /preprocessing (search for the word “preprocessing”); will see the following message => “Metadata preprocessing successful”

· /Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider = NCEP”)

· /Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider = NESDIS”)

· /Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider = GSFC-V0”)

NOTE:  verify each Request ID noted in step 310
The EcInGran.ALOG displays that successful ingest, preprocessing, and insert has occurred.

0380
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: From the Ingest GUI, click on “History Log” icon.
Expected Result: The “History Log” icon is selected.

0390
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician:  Enter the following on the “History Log” screen:

· start time and date
· data provider = NCEP   (NOTE:  when you select “NCEP ” from the pull-down menu, you must click the mouse outside of the menu in order for the selection to appear on the screen; this problem has previously been noted)

· select detailed report
· select display
Repeat this step for each Request ID.
Verify that the NCEP Request ID noted in step #0310 matches the Request ID displayed on the screen.

0400
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: Views summary information concerning the completed ingest requests via the GUI Ingest History Log tool.
The system displays the Ingest History Log which contains summary information on the following: 

Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.

NOTE 1:  The Transfer, Preprocess, and Archive times will show “0” is action occurred in less than one minutes time.

NOTE 2:  The time for moving the ingest request from the GUI to the History Log is a configurable parameter that is set in the configuration file.  Therefore, the recently completed ingest request may not appear immediately in the History Log.

0410
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician:  Enter the following on the “History Log” screen:

· start time and date

· data provider = NESDIS  

· select detailed report

· select display
Verify that the NESDIS Request ID noted in step #0310 matches the Request ID displayed on the screen.

0420
Ingest/Distribution Technician
Double click on the Request Id to get granule specific information.

Repeat this step for each Request ID.
The granule specific information is displayed for the selected Request Id.

0430
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: Views summary information concerning the completed ingest requests via the GUI Ingest History Log tool.
The system displays the Ingest History Log which contains summary information on the following: 

Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.

NOTE 1:  The Transfer, Preprocess, and Archive times will show “0” is action occurred in less than one minutes time.

NOTE 2:  The time for moving the ingest request from the GUI to the History Log is a configurable parameter that is set in the configuration file.  Therefore, the recently completed ingest request may not appear immediately in the History Log.



0440
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician:  Enter the following on the “History Log” screen:

· start time and date
· data provider = GSFC-V0  
· select detailed report
· select display
(TOMS data)
Verify that the Request ID noted in step #0310 matches the Request ID displayed on the screen.

0450
Ingest/Distribution Technician
Double click on the Request ID to get granule specific information.

Repeat this step for each Request ID.
The granule specific information is displayed for the selected Request Id.

0460
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: Views summary information concerning the completed ingest requests via the GUI Ingest History Log tool.
The system displays the Ingest History Log which contains summary information on the following: 

Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.

NOTE 1:  The Transfer, Preprocess, and Archive times will show “0” is action occurred in less than one minutes time.

NOTE 2:  The time for moving the ingest request from the GUI to the History Log is a configurable parameter that is set in the configuration file.  Therefore, the recently completed ingest request may not appear immediately in the History Log.

0470
Ingest/Distribution Technician
Verify the ingested NCEP ancillary data granule is archived, on the Archive window, using the following steps/commands:

· isql –U<db username> -P<db password> -S<db server name>
· at the 1>, type use EcDsScienceDataServer1_<mode> 
· type go
· type select * from DsMdGranules where ShortName = “<Data name>” 
· type go
NCEP data sets:

GDAS_0ZF, NCEP03 (Drop 5), NCEP04, REYNSST, OZ_DAILY, OZ2DAILY, and SEAICE
The NCEP Ancillary data is located in the archive database.  Note the “DB ID #, ProductionDateTime, TimeofDay, and CalendarDate”” for future reference.

0480
Ingest/Distribution Technician
Verify the ingested NESDIS ancillary data granule is archived, on the Archive window, using the following steps/commands:

· type select * from DsMdGranules where ShortName = “<Data name>” 
· type go
NESDIS data set: FNMOC
The NESDIS Ancillary data is located in the archive database.  Note the “DB ID #, ProductionDateTime, TimeofDay, and CalendarDate” for future reference.

0490
Ingest/Distribution Technician
Verify the ingested TOMS ancillary data granule is archived, on the Archive window, using the following steps/commands:

· type select * from DsMdGranules where ShortName = “<Data name>” 
· type go
TOMS data set: OZONEEP
The TOMS Ancillary data is located in the archive database.  Note the “DB ID #” for future reference.

0500
Ingest/Distribution Technician
Verify that the HDF-EOS formatted product (the output from Ingest Preprocessing) is present in the database:

· type select * from DsMdGranules where ShortName = “<HDF format Data name>” 

· type go
HDF format Data name =  NECP:  GDAS0ZFH, OZ_DLYH, 

NESDIS:  FNMOCMLH
The HDF-EOS formatted data is located in the archive database. Note the “DB ID #, ProductionDateTime, TimeofDay, and CalendarDate” for future reference.

0510
Ingest/Distribution Technician
Verify that the ProductionDateTime, TimeofDay, and CalendarDate in steps 470 and 480 matches ProductionDateTime, TimeofDay, and CalendarDate in step 0500.
The ProductionDateTime, TimeofDay, and CalendarDate matches.

0520
Ingest/Distribution Technician
Verify that the Bounding Rectangle for the HDF-EOS formatted data is located in the archive database.

· Type select * from DsMdGrBoundingRectangle where granuleId = <DBID> for the HDF formatted data name

· Type go
Repeat steps 500 – 520  for each HDF formatted data name. 

HDF format Data name = 

NECP:  GDAS0ZFH, OZ_DLYH, SEA_ICEH
NESDIS:  FNMOCMLH 
The BoundingRectangle for the HDF formatted data is in the archive database. Note the BoundingRectangle value for the HDF formatted data name.

0530
Ingest/Distribution Technician
On the Archive Server screen, use the following steps/commands:

· cd /dss_stk1/<mode>/data 

· type ll -tr
The latest archive insert (Data name ) is located at the bottom of the list.  Verify that the “DB ID” noted in steps 0470, 0480 and 0490 above are listed in the file.

0540
Ingest/Distribution Technician
Verify the file time stamps and file sizes correspond to the ingested data set.
The file time stamps and file sizes correspond with the ingested data set.

View HDF-EOS formatted data in EOSView

0550
Ingest/Distribution Technician
FTP HDF-EOS formatted data from the archive to :

/home/<username>/eosview_data

HDF format Data name = 

NECP:  GDAS0ZFH, OZ_DLYH, SEAICEH

NESDIS:  FNMOCMLH
HDF_EOS formatted data files are copied into the eosview directory.

0560
Ingest/Distribution Technician
Login to the ECS Desktop using the following step/command:

· ssh g0ins02

· Enter Passphrase

· cd /usr/ecs/<mode>/CUSTOM/bin/CLS

· source runrc_cls

· desktop
The ECS Desktop is successfully started.

0570
Ingest/Distribution Technician
At the Desktop Login, enter ECSGuest,  then select on OK.  (If you are already a registered user, you may Enter your username and password, then select on OK). No password is necessary when logged in as ECSGuest.
The ECS Desktop is displayed.

0580
Ingest/Distribution Technician
Double click on EOSView icon
EOSView main window is displayed.

0590
Ingest/Distribution Technician
Select File->Open from the EOSView main window menu bar.
A file selection window is displayed.

0600
Ingest/Distribution Technician
Double click Filter field and type:

/home/modeuser/eosview_data/*

· Select Enter.  

Note: Do not click OK.
The contents of the directory are displayed.

0610
Ingest/Distribution Technician
Scroll down and double click on <data set name>.hdf

HDF format Data name = 

NECP:  GDAS0ZFH, OZ_DLYH, SEA_ICEH

NESDIS:  FNMOCMLH
EOSView window appears for the data set

0620
Ingest/Distribution Technician
Select Attributes-( Global from menu.
EOSView Text Display window appears containing inventory metadata.

0630
Ingest/Distribution Technician
Verify that ProductionDateTime , BoundingRectangle, , TimeofDay, and CalendarDate matches ProductionDateTime , BoundingRectangle, , TimeofDay, and CalendarDate in steps 500 - 520 
The ProductionDateTime , BoundingRectangle, , TimeofDay, and CalendarDate matches.

0640
Ingest/Distribution Technician
Close EOSView Text Display window.
EOSView Text Display window is closed.

0650
Ingest/Distribution Technician
Double click on V group entry.
EOSView window for the V group appears.

0660
Ingest/Distribution Technician
Click on Data Fields then click on OK.
Data Fields window appears.

0670
Ingest/Distribution Technician
Click on YDim and Xdim then click on OK.
Image Data listing window appears.

0680
Ingest/Distribution Technician
File-Make Image from menu.
Min/Max Values window appears.

0690
Ingest/Distribution Technician
Click Continue.
Image Display window appears.

0700
Ingest/Distribution Technician
Click File->Close on Image Display and EOSView  windows.

Repeat steps 0590 through 0690 for each HDF –EOS formatted data set.

HDF format Data name = 

NECP:  GDAS0ZFH, OZ_DLYH, SEA_ICEH
NESDIS:  FNMOCMLH
All windows close except EOSView Main Window

0710
Ingest/Distribution Technician
Select File->Exit from the EOSView main window menu bar.
EOSView exits to Desktop Window.

0720
Ingest/Distribution Technician
Verify the NCEP PAN contains a successful archive disposition, using the following steps:

· cd <home directory>

· source .cshrc

· cd /usr/ecs/<mode>/CUSTOM/icl/a/data/local/NCEP/Response

· ll (to view PANs in the directory)

This step (NCEP) was noted to not be in use as of 1/6/99 by AM
The contents of the PAN should be displayed on the screen.  The disposition should indicate successful archive of the NCEP ancillary data.

0730
Ingest/Distribution Technician
Verify the NESDIS PAN contains a successful archive disposition, using the following steps:

· cd <home directory>

· source .cshrc

· cd /usr/ecs/<mode>/CUSTOM/icl/a/data/remote/NESDIS/Response

· ll (to view PANs in the directory)


The contents of the PAN should be displayed on the screen.  The disposition should indicate successful archive of the NESDIS ancillary data.

0740
Ingest/Distribution Technician
Verify the TOMS PAN contains a successful archive disposition, using the following steps:

· cd <home directory>

· source .cshrc

· cd /usr/ecs/<mode>/CUSTOM/icl/a/data//remote/GSFC-V0/Response

· ll (to view PANs in the directory)


The contents of the PAN should be displayed on the screen.  The disposition should indicate successful archive of the TOMS ancillary data.

0750
Ingest/Distribution Technician
Type quit at the >.
The isql tool is exited.

0760
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: Logs off the Ingest workstation.
Log off procedures are completed.

ORE-2: Step-By-Step Procedures

Objective 2

Step No.
Position
Input Action
Expected Results

0010
Ingest/Distribution Technician
Login to the Ingest Client workstation, on the “POLLING” screen, using the following step/command:

· ssh g0icg01
· Enter Passphrase
Login is successful.

0020
Ingest/Distribution Technician
Perform the following steps in the “POLLING” terminal window:

· unalias xterm

The environment display is set.

0030
Ingest/Distribution Technician
Create the following three (3) xterm windows (“POLLING” screen) using the following steps/commands:

· xterm -sb -sl 5000 -n “Polling Directory” &
· xterm -sb -sl 5000 -n “GW Client” &
· xterm -sb -sl 5000 -n “Logs” &
The Polling, GW Client, and Logs xterms are successfully started.

0040
Ingest/Distribution Technician
For real FDD interface test ** Skip this step

Verify that the Definitive Attitude data file is not in the polling directory (Polling Directory window), using the following steps/commands:

· cd /usr/ecs/<mode>/CUSTOM/data/INS/pollAM1Att

NOTE:  If the Definitive Attitude data file is present in the polling directory, please delete from the directory.
The polling directory is empty.

NOTE:  If the Definitive Attitude data file is present in the polling directory, please delete from the directory.

0050
Ingest/Distribution Technician
Login to the Ingest Client workstation, on the “ARCHIVE” screen, using the following step/command:

· ssh g0drg01 
· Enter Passphrase 
Login is successful.

0060
Ingest/Distribution Technician
Perform the following step in the “ARCHIVE” terminal window:
· unalias xterm

The environment display is set.

0070
Ingest/Distribution Technician
Create the following two (2) xterm windows (“ARCHIVE” screen) using the following steps/commands:

· xterm -sb -sl 5000 -n “Archive Server” &
· xterm -sb -sl 5000 -n “Database” &
The Archive Server and Database xterm windows are successfully created.

0080
Ingest/Distribution Technician
Login to the Ingest Client workstation, on the “INS GUI” screen, using the following steps/commands:

· ssh g0acs02
· Enter Passphrase 
Login is successful.

0090
Ingest/Distribution Technician
Perform the following step in the “INS GUI” terminal window:

· unalias xterm

The environment display is set.

0100
Ingest/Distribution Technician
Start an Ingest GUI xterm using the following step/command:

· xterm –sb –sl 5000 –n “Ingest GUI” &
The Ingest GUI xterm is successfully started.

0110
Ingest/Distribution Technician
On the Ingest GUI xterm, start the INGEST GUI using the following steps/commands:
· cd /usr/ecs/<mode>/CUSTOM/utilities
· ll
· type EcInGUIStart <mode>
The INGEST GUI is successfully started.

0120
Ingest/Distribution Technician
On the INGEST GUI select the “Operator Tools” function.
The “Operator Tools” function is selected.

0130
Ingest/Distribution Technician
On the “Operator Tools” screen, perform the following steps/commands:

· enter FDD as the External Data Provider

· set the priority to Low
· click the OK button
“FDD” is entered as the External Data Provider and the priority is set to “Low”.

0140
Ingest/Distribution Technician
On the INGEST GUI select the “Monitor/Control” function.
The “Monitor/Control” function is selected.

0150
Ingest/Distribution Technician
On the “Monitor/Control” screen, perform the following steps/commands:

· select Search By: Data Provider
· enter FDD
· select Text View
The “Data Provider” option has been selected and FDD entered as input data.  The “Text View” option has been selected.

For real FDD interface test  - Skip this step.

This step will be executed only if the necessary file has not already been placed in the designated directory.

0160
Ingest/Distribution Technician
For real FDD interface test  - Skip this step.  This step will be executed only if the necessary file has not already been placed in the designated directory.

Perform the following step to copy the Definitive Attitude data file to the Definitive Attitude directory:

· cd /usr/ecs/<mode>/CUSTOM/data/INS/pdrs

· ll
· cp <.pdr>../pollAM1ATTF
(copy definitve attitude data file to polling directory)

· cd ..

(to verify data file is in the Definitive Attitude directory)

· cd /usr/ecs/<mode>/CUSTOM/data/INS/po11ATTF
· ll

· cp AM1_DEFATT_010000_181_1998_01.FDD 

AM1_DEFATT_000000_213_1997_01.FDD

AM1_DEFATT_020000_213_1997_01.FDD

AM1_DEFATT_042000_212_1997_01.FDD


The Definitive Attitude data files are copied to the polling directory location at the GSFC ECS DAAC.

0170
Ingest/Distribution Technician
GSFC ECS DAAC: Polls directory on open server for presence of Definitive Attitude data file.
Detects the Definitive Attitude data file in the polling directory.

0180
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: Reviews the Monitor/Control display.
The Monitor/Control screen displays the current progress of the Definitive Attitude data ingest.

0190
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: Note the Request IDs displayed on the screen.
The Request IDs are noted.

0200
Ingest/Distribution Technician
Double click on the ingest request to get granule specific information.

Repeat for each Request ID.
The granule specific information is displayed for the Definitive Attitude data ingest request.

0210
Ingest/Distribution Technician
GSFC ECS DAAC: Automatically extracts the metadata from transferred Definitive Attitude data file to perform validation checks (e.g., range checks).

NOTE: Granule_State = Preprocessed
Selected parameters from the extracted metadata are checked to verify the consistency and correctness of the data and metadata.

0220
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: While monitoring the INGEST GUI, the screen indicates that the Ingest Request is 100% complete.

NOTE: Granule_State = Archived
The Definitive Attitude data has been successfully ingested.

0230
Ingest/Distribution Technician
Views the EcInGran.ALOG to verify successful ingest and preprocessing of the data on the Logs window, using the following steps/commands:

· cd /usr/ecs/<mode>/CUSTOM/logs
· ll -tr
· verify that the following files are listed:

· EcInGran.ALOG

· EcInPolling.FDD.ALOG

· EcInReqMgr.ALOG

· more EcInGran.ALOG |grep reqid
· /Staging (search for the word “Staging”); will see the following message => “Staging disk allocation succeeded for request #”

· /MCF (search for the word “MCF”); will see the following message => “Get MCF file” 

· /preprocessing (search for the word “preprocessing”); will see the following message => “Metadata preprocessing successful”

· /Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider =FDD”)
The EcInGran.ALOG displays that successful ingest, preprocessing, and insert has occurred.

0240
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: From the Ingest GUI, click on “History Log” icon.
The “History Log” icon is selected.

0250
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician:  Enter the following on the “History Log” screen:

· start time and date
· stop time and date
· data provider = FDD  (NOTE:  when you select “FDD” from the pull-down menu, you must click the mouse outside of the menu in order for the selection to appear on the screen; this problem has previously been noted)

· select detailed report
· select display
Verify that the Request IDs noted in step #410 match the Request IDs displayed on the screen.

0260
Ingest/Distribution Technician
Double clicks on the Request Id to get granule specific information.

Repeat this step for each Request ID.
The granule specific information is displayed for the selected Request ID.

0270
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician: Views summary information concerning the completed ingest requests via the GUI Ingest History Log tool.
The system displays the Ingest History Log which contains summary information on the following: 

Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.

NOTE 1:  The Transfer, Preprocess, and Archive times will show “0” is action occurred in less than one minutes time.

NOTE 2:  The time for moving the ingest request from the GUI to the History Log is a configurable parameter that is set in the configuration file.  Therefore, the recently completed ingest request may not appear immediately in the History Log.

0280
Ingest/Distribution Technician
Query the Science Data Server Inventory database to verify the ingested Definitive Attitude data is archived, using the following steps/commands:

· isql –U<db username> -P<db password> -S<db server name>
· at the 1>, type use EcDsScienceDataServer1_<mode> 
· type go
· type select * from DsMdGranules where ShortName = “AM1ATTF” 
· type go
GSFC:  Obtain DSS username and password from DAAC DBA
The Definitive Attitude data is located in the archive database.  Note the “DB ID #” for future reference.

0290
Ingest/Distribution Technician
On the Archive Server screen, use the following steps/commands:

· cd /dss_stk1/<mode>/data

· type ll –tr
DO NOT PERFORM CLEANUP
The latest archive insert “AM1ATTF” is located at the bottom of the list.  Verify that the “DB ID” noted in step #640 above is listed in the file.

0300
Ingest/Distribution Technician
For real FDD interface test  - Skip this step.

Perform the following step to copy the Definitive Attitude data file to the Definitive Attitude directory:

· cd /usr/ecs/<mode>/CUSTOM/data/INS/pdrs

· ll
· cp <.pdr> .. pollAM1ATTF
· (copy definitive attitude data file to polling directory)

· cd .. 

     (to verify that ALL data files (from steps 370 and  660.1) are in the Definitive Attitude directory)

GSFC:

· cd /usr/ecs/<mode>/CUSTOM/data/INS/pollAM1Attf

· ll

· cp AM1_DEFATT_060000_212_1997_01.FDD 

AM1_DEFATT_080000_212_1997_01.FDD

AM1_DEFATT_100000_212_1997_01.FDD


The Definitive Attitude data file are copied to the polling directory location at the GSFC ECS DAAC.

0310
Ingest/Distribution Technician
GSFC ECS DAAC  polls directory on open server for presence of new Definitive Attitude data file.
Detects the new Definitive Attitude data file in the polling directory.

0320
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician reviews the Monitor/Control display.
The Monitor/Control screen displays the current progress of the Definitive Attitude data ingest.

0330
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician  note the Request IDs displayed on the screen.
The Request IDs are noted.

0340
Ingest/Distribution Technician
Double click on the ingest request to get granule specific information.

Repeat this step for each Request ID.
The granule specific information is displayed for the Definitive Attitude data ingest request.

0350
Ingest/Distribution Technician
GSFC ECS DAAC automatically extracts the metadata from transferred Definitive Attitude data file to perform validation checks (e.g., range checks).

NOTE: Granule_State = Preprocessed
Selected parameters from the extracted metadata are checked to verify the consistency and correctness of the data and metadata.

0360
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician:  Automatically extracts the metadata from transferred Definitive Attitude data file to perform validation checks (e.g., range checks). 

NOTE: Granule_State = Archived
The Definitive Attitude data has been successfully ingested.

0370
Ingest/Distribution Technician
View the EcInGran.ALOG to verify successful ingest and preprocessing of the data on the Logs window, using the following steps/commands:

· cd /usr/ecs/ <mode >/CUSTOM/logs
· ll -tr
· verify that the following files are listed:

· EcInGran.ALOG

· EcInPolling.FDD.ALOG

· EcInReqMgr.ALOG

· more EcInGran.ALOG |grep reqID
· /Staging (search for the word “Staging”); will see the following message => “Staging disk allocation succeeded for request #”

· /MCF (search for the word “MCF”); will see the following message => “Get MCF file” 

· /preprocessing (search for the word “preprocessing”); will see the following message => “Metadata preprocessing successful”

/Insert (search for the word “Insert”); will see the following message => “GranInsert (Request ID = #, Provider =FDD”)
The EcInGran.ALOG displays that successful ingest, preprocessing, and insert has occurred.

0380
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician from the Ingest GUI, click on “History Log” icon.
The “History Log” icon is selected.

0390
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician enters the following on the “History Log” screen:

· start time and date
· stop time and date
· data provider = FDD  (NOTE:  when you select “FDD” from the pull-down menu, you must click the mouse outside of the menu in order for the selection to appear on the screen; this problem has previously been noted)

· select detailed report
· select display
Verify that the Request IDs noted in step 0330 match the Request IDs displayed on the screen.

0400
Ingest/Distribution Technician
Double click on the Request Id to get granule specific information.

Repeat this step for each Request ID
The granule specific information is displayed for the selected Request Id.

0410
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician views summary information concerning the completed ingest requests via the GUI Ingest History Log tool.

NOTE:  The time for moving the ingest request from the GUI to the History Log is a configurable parameter that is set in the configuration file.  Therefore, the recently completed ingest request may not appear immediately in the History Log.
The system displays the Ingest History Log which contains summary information on the following: 

Request ID, Data Provider, Status, Ingest Type, Start Date, Start Time, End Date, End Time, Total # of Granules, # of Successful Granules, Data Volume (MB), File Count, Time to Transfer (mins), Time to Preprocess (mins), Time to Archive (mins), Priority, and Restart Flag.   NOTE:  The Transfer, Preprocess, and Archive times will show “0” is action occurred in less than one minutes time.



0420
Ingest/Distribution Technician
Query the Science Data Server Inventory database to verify the ingested Definitive Attitude data is archived, using the following steps/commands:

· isql –U<db username> -P<db password> -S<db server name>
· at the 1>, type use EcDsScienceDataServer1_< mode >
· type go
· type select * from DsMdGranules where ShortName = “AM1ATTF” 
· type go
The Definitive Attitude data is located in the archive database.  Note the “DB ID #” for future reference.

0430
Ingest/Distribution Technician
Type quit at the >.
The isql tool is exited.

0440
Ingest/Distribution Technician
On the Archive Server screen, use the following steps/commands:

· cd /dss_stk1/< mode >/data

· type ll -tr
The latest archive insert “AM1ATTF” is located at the bottom of the list.  Verify that the “DB ID” noted in  the previous step is listed in the file.

0450
Ingest/Distribution Technician
DAAC Ingest/Distribution Technician logs off the Ingest workstation.
Log off procedures are completed.

ORE Post Exercise Analysis:

a.  Review the information displayed on the “Monitor/Control” screen with the information contained in the “Ingest History Log”.  The following information is to be compared:

· Request ID

· Data Provider

· Status

· Ingest

· Type

· Start Date

· Start Time

· End Date

· End Time

· Total # of Granules

· # of Successful Granules

· Data Volume, (MB)

· File Count

· Time to Transfer (mins)

· Time to Preprocess (mins)

· Time to Archive (mins)

· Priority

· Restart Flag.

a.  Review the information reported in the “EcInGran.log” and compare with the information provided in the “Ingest History Log” for completeness and accuracy.  Verification is performed to ensure that a Granule ID was provided for the Request ID displayed on the “Monitor/Control” screen and the “Ingest History Log.”

b.  Review the information reported in the “EcInGran.log” looking for the following completed and successful actions: (1) staging, (2) get MCF file, (3) preprocessing, and (4) insert.

c.  Review the archive database listing to verify that the “DB Id” listed for the archival insert is displayed in the “Archive Log”.

ORE-2 Post Execution Summary:

To be supplied by Test Lead/Conductor  after execution:

ORE-2 Reference/Applicable Documents:

AT B090320-010$G-4PX, Definitive Attitude Data Ingest and Archive at the GSFC DAAC

AT B090330-010$G-4PX, Ingest, Validate, and Archive NOAA ADC Ancillary Data at the GSFC DAAC.

611 Chapter 16, Sections 16.2.1, 16.2.4.

625 Volume 8: Ingest , sections on Launching Ingest Applications, Ingest Status Monitoring.

SVT TS0680.5, NCEP Data Ingest and Archive Test

SVT TS0680.9, Polling with Delivery Record Interface Error Test

SVT TS0680.4 NESDIS Data Ingest and Archive Test

SVT TS0680.10, Polling without Delivery Record Interface Error Test

SVT TS0635.1 FDD Data Ingest and Archive Test
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