ORE-5B-18 Ingest Auto-Suspend/Cancel/Resume Test 
ORE-5B-18:  Ingest Auto-Suspend/Cancel/Resume Test

This test case will verify the Auto-Suspend function along with the manual Cancel and Resume functions for Ingest.  These functions will be demonstrated for both single and multiple granule(s) ingest requests. 

The test consists of Auto-Suspending a single granule or part of a multiple granule Ingest request and then canceling or resuming the request or part of the request.  When ingesting a single granule the Auto-Suspend gives a suspended granule state and a suspended request state.  When ingesting multiple granules and one or more of the granules are suspended, but not all, then the ones that are suspended have a suspended granule state and the Request State is partially suspended.  Ingest of a granule(s) will be automatically suspended if the configured number of STMGT_RETRY_ATTEMPTS for the Staging Disk Server and Ingest FTP Server or SDSRV_RETRY_ATTEMPTS for the Science Data Server has been attempted without success.  For these suspended granule(s) the operator has two courses of action, to cancel ingest of the granule(s) or to resume ingest of the granule(s).  The operator cancels or resumes ingest of the granule(s) by using the appropriate radio buttons (Cancel or Resume) on the Monitor/Control display of the Ingest GUI. When ingest of the granule(s) is (are) canceled or resumed and all of the granules in the request have completed, the appropriate PAN message is sent to the data provider.  The MODAPS data provider and data will be used for this test
Exercise Assumptions:

5B baseline code installed.

The following servers are up and running: EcInGUI, EcInPolling, EcInReqMgr, EcInGran, EcDsStStagingDiskServer, EcDsStIngestFtpServer, EcDsScienceDataServer, EcDsStArchiveServer, EcIoAdServer, PDR Server.

Hardware: g0acg01, g0icg01, g0acs02, g0acs03, g0drg01, g0ins01 

ORE Data Sets:

The following Data Sets will be utilized during this ORE:

Data Set Name
          Description

MOD04_L2.A1997224.2042.002.1999098205129.hdf

MOD04_L2.A1997224.2042.002.1999098205129.met
1 granule of MOD04_L2 data

MOD05_L2.A1997224.2042.002.19990982_0001.hdf

MOD05_L2.A1997224.2042.002.19990982_0001.hdf.met

MOD05_L2.A1997224.2042.002.19990982_0002.hdf

MOD05_L2.A1997224.2042.002.19990982_0002.hdf.met

MOD05_L2.A1997224.2042.002.19990982_0003.hdf

MOD05_L2.A1997224.2042.002.19990982_0003.hdf.met
3 granules of MOD05_L2 data

MOD10_L2.A1997224.0805.002.19991121_0001.hdf

MOD10_L2.A1997224.0805.002.19991121_0001.hdf.met

MOD10_L2.A1997224.0805.002.19991121_0002.hdf

MOD10_L2.A1997224.0805.002.19991121_0002.hdf.met

MOD10_L2.A1997224.0805.002.19991121_0003.hdf

MOD10_L2.A1997224.0805.002.19991121_0003.hdf.met
3 granules of MOD10_L2 data

PDR’s
          Description

MOD1.PDR
1 granule  of MOD04_L2 data

MOD6.PRD
3 granules of MOD05_L2 data and 3 granules of MOD10_L2 data

ORE-5B-18 Procedures:

ORE-5B-18: step-by-step Procedures

Step No.
Position
Input Action
Expected Results

Test Setup

1 
Ingest Technician
All necessary processes to run the test are up.

The following servers are up and running:

· EcInGUI

· EcInPolling.MODAPS

· EcInReqMgr

· EcInGran0

· PDR Server

· EcDsStStagingDiskServer

· EcDsStIngestFtpServer

· EcDsScienceDataServer

· EcDsStArchiveServer

· EcIoAdServer

1 
Ingest Technician
Create 5 xterm(s).

>Archive 

>MODAPS PDR

>Polling

>Database

>Ingest
All xterms are successfully started.

1 
Ingest Technician
On the DATABASE workspace, login to the Database. 

>ssh <hostname>

>Enter <password>
Login is successful.

1 
Ingest Technician
On the Ingest workspace, bring up the Ingest GUI.

>ssh <hostname>

>Enter <password>

>cd /usr/ecs/<MODE>/CUSTOM/utilities
>EcInGUIStart <MODE>&
Login is successful.

1 
Ingest Technician
On the Archive, login to the Archive server.
>ssh <hostname>

>Enter <password>
Login is successful.

1 
Ingest Technician
On the Polling workspace, login to the MODAPS polling directory.

>ssh <hostname>

>Enter <password>

>cd <MODAPS Polling directory>
Login is successful.

1 
Ingest Technician
On the MODAPS PDR workspace, login to the MODAPS PDR server.

>ssh <hostname>

>Enter <password>

>cd <MODAPS Test PDR directory>
Login is successful.

SCENARIO # 1

Ingest Auto-Suspend using Staging Disk Server down for a one granule request and then cancel the granule.

1 
Ingest Technician
On the Ingest workspace, Select Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. 
MODAPS is selected.

1 
Ingest Technician
Select Text View. 
Any ongoing MODAPS Ingest Request appears (if any).

1 
OPS Controller
Shutdown the Staging Disk Server.
The Staging Disk server is shutdown

1 
Ingest Technician
On the MODAPS PDR workspace, copy the Delivery Record containing a single granule of MOD04_L2 data into PDR/data directory.

>cp MOD1.PDR < MODAPS Test PDR directory >
File is successfully copied.

1 
Ingest Technician
Monitor the Ingest Request on the Ingest GUI.
The MODAPS Ingest Request is displayed

1 
Ingest Technician
Double click on the Request to show the granule state.
The granule information is displayed.

1 
Ingest Technician
Wait until the granule state goes to Suspended.
After all of the retries are used for the Staging Disk Server the granule and request states go to suspended.

1 
Ingest Technician
Select (Highlight) the Granule

Click on the Cancel Button

Click on the OK button

Click YES on the confirmation pop-up window

Click OK on the Information pop-up window
The Request and Granule states have a final state of cancelled.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates a Resource Allocation Error.

SCENARIO # 2

Ingest Auto-Suspend using Staging Disk Server down for a one granule request and then resume the granule.

1 
Ingest Technician
On the Ingest GUI, select the Monitor/Control function. 
The Monitor/Control page is accessed

1 
Ingest Technician
Click on Clear All.
All requests cleared.

1 
Ingest Technician
Select Search By: Data Provider, MODAPS
MODAPS selected.

1 
Ingest Technician
Select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

>cd/usr/ecs/<MODE>/CUSTOM/icl/g0cig01/data/local/MODAPS/Response
>rm –f*
MODAPS.OldList is removed and a new Ingest Request is submitted.

1 
Ingest Technician
On the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Double Click on the Request to show the granule state.
The granule information is displayed.

1 
Ingest Technician
Wait until the Granule State goes to Suspended. 
After all of the retries are used for the Staging Disk Server the Granule and Request states go to Suspended.

1 
OPS Controller
Bring up the Staging Disk Server.
The Staging Disk Server is brought up.

1 
Ingest Technician
Select (highlight) the Granule.

Click on the Resume button.

Click on the OK button.

Click Yes on the Confirmation pop-up window.

Click OK on the Information pop-up window.
The Request state changes from Suspended to Resuming and then to Active.

The Granule state changes from Suspended to Resuming the Transferring.

1 
Ingest Technician
Monitor the Ingest Request.
The Request and Granule states have a final state of successful.

1 
Ingest Technician
On the Archive workspace, verify that the data has been archived.

>cd /dss_stk1/<MODE>/modhi

>ls –altr *MOD04_L2*
The data is successfully archived.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates the request is successful.

SCENARIO # 3

Ingest Auto-Suspend using Staging Disk Server down for a one granule request and then attempt to resume granule with Staging Disk Server down and then resume the granule with Staging Disk Server up.

1 
Ingest Technician
On the Ingest GUI, select the Monitor/Control function. Click on Clear All
The monitor/control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider, MODAPS, then Text View.
Any ongoing MODAPS Ingest Request appears (if any)

1 
OPS Controller
Shutdown the Staging Disk Server.
The Staging Disk Server is shutdown

1 
OPS Controller
On the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

>rm –f*
MODAPS.OldList file is removed and  a new Ingest request is submitted.

1 
Ingest Technician
On the Ingest GUI,  Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Double Click on the Request to show the Granule state.
The Granule information is displayed.

1 
Ingest Technician
Wait until the Granule state goes to Suspended.
After all of the retries are used for the Staging Disk Server the Granule and Request states go to Suspended.

1 
Ingest Technician
· Select (highlight) the Granule

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state changes from Suspended to Resuming then to Active.

The Granule state changes from Suspended to Resuming then to Transferring.

1 
Ingest Technician
Monitor the Ingest Request
After all of the retries are used for the Staging Disk Server the Granule and Request states go to

Suspended.

1 
OPS Controller
Bring up the Staging Disk Server.
The Staging Disk Server is brought up.

1 
Ingest Technician
· Select (highlight) the Granule

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state changes from Suspended to Resuming and then to Active.

The Granule state changes from Suspended to Resuming then Transferring.

1 
Ingest Technician
Monitor the Ingest Request
The Request and Granule states have a final state of Successful.

1 
Ingest Technician
On the Archive workspace, verify that the data has been archived.

> ls –altr *MOD04_L2*
The data is archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates the request is Successful.

SCENARIO # 4

Ingest Auto-Suspend using Staging Disk Server down for a one granule request and then cancel the request

1 
Ingest Technician
From the Ingest GUI, Select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
OPS Controller
Shutdown the Staging Disk Server.
The Staging Disk Server is shutdown.

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

> rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.

1 
Ingest Technician
From the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Wait until the Request State goes to Suspended.
After all of the retries are used for the Staging Disk Server the Request state goes to

Suspended.

1 
Ingest Technician 
· Select (highlight) the Request

· Click on the Cancel button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state has a final state of Cancelled.

1 
Ingest Technician
View the On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates a Resource Allocation Error.

SCENARIO # 5

Ingest Auto-Suspend using Staging Disk Server down for a one granule request and then resume the request.

1 
Ingest Technician
From the Ingest GUI, Select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

>rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.

1 
Ingest Technician
From the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Wait until the Request State goes to Suspended.
After all of the retries are used for the Staging Disk Server the Request state goes to

Suspended.

1 
OPS Controller
Bring up the Staging Disk Server.
The Staging Disk Server is brought up.

1 
Ingest Technician 
· Select (highlight) the Request

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state changes from Suspended to Resuming and then to Active.

1 
Ingest Technician
Monitor the Ingest Request.
The Request state has a final state of Successful.

1 
Ingest Technician
On the Archive workspace, verify that the data has been archived.

> ls –altr *MOD04_L2*
The data is archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates the request is Successful.

SCENARIO # 6

Ingest Auto-Suspend using Ingest FTP Server down for a one granule request and then cancel the request.

1 
Ingest Technician
From the Ingest GUI, Select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
OPS Controller
Shutdown the Ingest FTP Server.
The Ingest FTP Server is shutdown.

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

>rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
From the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Wait until the Request State goes to Suspended
After all of the retries are used for the Ingest FTP Server the Request state goes to

Suspended.

1 
Ingest Technician 
· Select (highlight) the Request

· Click on the Cancel button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state has a final state of Cancelled.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates a FTP/KFTP Failure.

SCENARIO # 7

Ingest Auto-Suspend using Ingest FTP Server down for a one granule request and then resume the request.

1 
Ingest Technician
From the Ingest GUI, Select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

>rm –f *


MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
From the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Wait until the Request State goes to Suspended.
After all of the retries are used for the Ingest FTP Server the Request state goes to Suspended.

1 
OPS Controller
Bring up the Ingest FTP Server.
The Ingest FTP Server is brought up.

1 
Ingest Technician 
· Select (highlight) the Request

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state changes from Suspended to Resuming and then to Active.



1 
Ingest Technician
Monitor the Ingest Request.
The Request state has a final state of Successful.

1 
Ingest Technician
On the Archive workspace, verify that the data has been archived.

> ls –altr *MOD04_L2*
The data is archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates the request is Successful.

SCENARIO # 8

Ingest Auto-Suspend using Science Data Server down for a one granule request and then cancel the request.

1 
Ingest Technician
From the Ingest GUI, Select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
Ingest Technician
Shutdown the Science Data Server.
The Science Data Server is shutdown.

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

> rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
From the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Wait until the Request State goes to Suspended. 
After all of the retries are used for the Science Data Server the Request state goes to Suspended.

1 
Ingest Technician 
· Select (highlight) the Request

· Click on the Cancel button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state has a final state of Cancelled.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates an Internal Error.

SCENARIO # 9

Ingest Auto-Suspend using Science Data Server down for a one granule request and then resume the request.

1 
Ingest Technician
From the Ingest GUI, Select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

> rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
From the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Wait until the Request State goes to Suspended.
After all of the retries are used for the Science Data Server the Request state goes to Suspended.

1 
OPS Controller
Bring up the Science Data Server.
The Science Data Server is brought up.

1 
Ingest Technician 
· Select (highlight) the Request

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request state changes from Suspended to Resuming and then to Active.



1 
Ingest Technician
Monitor the Ingest Request.
The Request state has a final state of Successful.

1 
Ingest Technician
On the Archive workspace, verify that the data has been archived.

> ls –altr *MOD04_L2*
The data is archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates the request is Successful.

SCENARIO # 10

Ingest Auto-Suspend using Staging Disk Server down for a multiple granule request and then cancel a suspended granule.

1 
Ingest Technician
From the Ingest GUI, Select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears (if any).

1 
Ingest Technician
Obtain the process id of the Staging Disk Server.

> ps –ef | grep <mode> | grep EcDsStStagingDiskServer
The Staging Disk Server process id is obtained.

1 
DBA
On the Database workspace, view the total granule threshold.

> setenv SYBASE /tools/sybOCv11.1.1

> setenv DSQUERY g0icg01_srvr

> isql –U<anonymous> –P<password>

> use Ingest_<MODE>

> go

> select * from InGranuleServerInfo

> go
The total granule threshold is seen to be 40.



1 
DBA
Update the total granule threshold to the value 3.

> update InGranuleServerInfo set TotalGranuleThreshold = 3 where TotalGranuleThreshold = 40

> go

> select * from InGranuleServerInfo

> go

> quit
The total Granule Threshold is now set to 3.

(e.g. only 3 granules can be processed at one

time)

1 
OPS Controller
Shutdown the Ingest Subsystem.
The Ingest Subsystem is shutdown.

1 
OPS Controller
Warm start the Ingest Subsystem.
The Ingest Subsystem is warm started.

1 
Ingest Technician
On the MODAPS PDR workspace, , copy the Delivery Record containing 3 granules of MOD05_L2 data and 3 granules of MOD10_L2 data into the PDR/data directory.

> cp MOD6.PDR < MODAPS Test PDR directory >
File is successfully copied.



1 
Ingest Technician
From the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Double Click on the Request to show the granule states.
Six granule states are displayed.

1 
OPS Controller
When at least 1 granule state is set to Successful and another is set to New kill the Staging Disk Server using the process id from step 1060. (Do this quickly).

> kill –9 <process id>
The Staging Disk Server is killed.

1 
Ingest Technician
Monitor the Ingest Request.
Some of the Granule states will be set to Successful and the others will be set to Suspended. 

The Request state is set to Partially Suspended as a consequence of the mixed Granule states.

1 
OPS Controller
Bring up the Staging Disk Server.
The Staging Disk Server is brought up.

1 
Ingest Technician 
· Select (highlight) a Suspended Granule

· Click on the Cancel button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Granule state has a final status of Cancelled.

1 
Ingest Technician
Repeat the above step for all remaining Suspended Granules.
All Granule states are set to Cancelled and the final Request state is set to Cancelled.

1 
Ingest Technician
On the Archive workspace, verify that the data for the successful granules have been archived.

> ls –altr *MOD05_L2*  *MOD10_L2*
The data for the successful granules are archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates multiple dispositions, Successful for the successful granules and Resource Allocation Error for the suspended granules.

SCENARIO # 11

Ingest Auto-Suspend using Staging Disk Server down for a multiple granule request and then resume a suspended granule.

1 
Ingest Technician
On the INGEST GUI, select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears. 

1 
Ingest Technician
Obtain the process id of the Staging Disk Server.

> ps –ef | grep <mode> | grep EcDsStStagingDiskServer
The Staging Disk Server process id is obtained.

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

> cd /usr/ecs/<MODE>/CUSTOM/icl/g0icg01/data/

local/MODAPS/Response

> rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
On the INGEST GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest GUI 
Double Click on the Request to show the granule states.
Six granule states are displayed.

1 
OPS Controller
When the at least 1 granule state is set to Successful and another is set to New kill the Staging Disk Server using the process id from step 1240. (Do this quickly)

> kill –9 <process id>
The Staging Disk Server is killed.

1 
Ingest Technician
Monitor the Ingest Request.
Some of the Granule states will be set to Successful and the others will be set to Suspended. 

The Request state is set to Partially Suspended as a consequence of the mixed Granule states.

1 
OPS Controller
Bring up the Staging Disk Server.
The Staging Disk Server is brought up.

1 
Ingest Technician 
· Select (highlight) a Suspended Granule

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Granule state changes from Suspended to Resuming and then to Active and has a final state of Successful.

1 
Ingest Technician
Repeat the above step for all remaining Suspended Granules.
All Granule states are set to Successful and the final Request state is set to Successful.

1 
Ingest Technician
On the Archive workspace, verify that the data for the successful granules have been archived.

> ls –altr *MOD05_L2*  *MOD10_L2*
The data for all granules is archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granules are inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates the request is Successful.

SCENARIO # 12

Ingest Auto-Suspend using Staging Disk Server down for a multiple granule request and then cancel 3 of the suspended granules and resume 3 of the suspended granules.

1 
Ingest Technician
In the Ingest GUI, select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears. 

1 
OPS Controller
Shutdown the Staging Disk Server.
The Staging Disk Server is shutdown.

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

> rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
In the Ingest GUI, Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Monitor Control Screen

Double Click on the Request to show the granule states.
Six granule states are displayed.

1 
Ingest Technician
Monitor the Ingest Request.
All six granules have a Granule state of Suspended and the Request state is Suspended.

1 
OPS Controller
Bring up the Staging Disk Server.
The Staging Disk Server is brought up.

1 
Ingest Technician 
· Select (highlight) a Suspended Granule

· Click on the Cancel button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Granule state changes from Suspended to Cancelled.



1 
Ingest Technician
Repeat the above step for a second Suspended Granule.
The Granule state changes from Suspended to Cancelled. 

1 
Ingest Technician
Repeat step 1440 for a third Suspended Granule.
The Granule state changes from Suspended to Cancelled. 

1 
Ingest Technician 
· Select (highlight) another Suspended Granule

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Granule state changes from Suspended to Resuming and has a final state of Successful.

1 
Ingest Technician
Repeat the above step for the 2 remaining Suspended Granules.
The Granule states change from Suspended to Resuming and have a final state of Successful.

The Request State has a final status of Cancelled.

1 
Ingest Technician
On the Archive workspace, verify that all successful granules had their data archived.

> ls –altr MOD05_L2*  *MOD10_L2*
The data for the successful granules is archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates multiple dispositions, Successful for the successful granules and Resource Allocation Error for the cancelled granule.

SCENARIO # 13

Ingest Auto-Suspend using Staging Disk Server down for a multiple granule request and then cancel the request.                                                                                                            

1 
Ingest Technician
In the Ingest GUI, select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears. 

1 
Ingest Technician
Obtain the process id of the Staging Disk Server.

> ps –ef | grep <mode> | grep EcDsStStagingDiskServer
The Staging Disk Server process id is obtained.

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

> rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
Monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Monitor Control Screen

Double Click on the Request to show the granule states.
Six granule states are displayed.

1 
OPS Controller
When the first granule state is set to Successful kill the Staging Disk Server using the process id from step 1540.  (Do this quickly)

> kill –9 <process id>
The staging disk server is killed.

1 
Ingest Technician
Monitor the Ingest Request.
At least 1 of the Granule states will be set to Successful and the others will be set to Suspended. 

The Request state is set to Partially Suspended as a consequence of the mixed Granule states.

1 
Ingest Technician
While the INGEST GUI indicates that the Ingest Request is Partially Suspended:

· Click on the Go Back button

· Click on the Cancel button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The Request has a final state of Cancelled.

1 
Ingest Technician
Monitor Control Screen

Double Click on the Request to show the granule states.
The Granule states that were set to Successful in step 1590 are still Successful and the Granule states that were set to Suspended in step 1590 are set to Cancelled.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates multiple dispositions, Successful for the successful granules in step 1590 and Resource Allocation Error for the cancelled granules in step 1590.

SCENARIO # 14

Ingest Auto-Suspend using Staging Disk Server down for a multiple granule request and then resume the request.

1 
Ingest Technician
In the Ingest GUI, select the Monitor/Control function. Click on Clear All.
The Monitor/Control page is accessed.

1 
Ingest Technician
Select Search By: Data Provider and select MODAPS. Then select Text View.
Any ongoing MODAPS Ingest Request appears. 

1 
OPS Controller
Bring the Staging Disk Server up.
The Staging Disk Server is brought up.

1 
Ingest Technician
Obtain the process id of the Staging Disk Server.

> ps –ef | grep <mode> | grep EcDsStStagingDiskServer
The Staging Disk Server process id is obtained.

1 
OPS Controller
From the Ingest workspace, remove the MODAPS.OldList file from the local/Response directory.

> rm –f *
MODAPS.OldList is removed and a new Ingest Request is submitted.



1 
Ingest Technician
In the Ingest GUI, monitor the Ingest Request.
The MODAPS Ingest Request is displayed.

1 
Ingest Technician
Double Click on the Request to show the granule states.
Six granule states are displayed.

1 
OPS Controller
When the first granule state is set to Successful kill the Staging Disk Server using the process id from step 1660.  (Do this quickly)

> kill –9 <process id>
The staging disk server is killed.

1 
Ingest Technician
Monitor the Ingest Request.
At least 1 of the Granule states will be set to Successful and some will be set to Suspended. 

The Request state is set to Partially Suspended as a consequence of the mixed Granule states.

1 
Ingest Technician
Bring the Staging Disk Server up.
The Staging Disk Server is brought up.

1 
Ingest Technician
While the INGEST GUI indicates that the Ingest Request is Partially Suspended

· Click on the Go Back button

· Click on the Resume button

· Click on the OK button

· Click Yes on the Confirmation pop-up window

· Click OK on the Information pop-up window
The request state changes from Partially Suspended to Resuming and then to Active and has a final state of Successful.

1 
Ingest Technician
On the Archive workspace, verify that the data has been archived.

> ls –altr *MOD05_L2*  *MOD10_L2*
The data is archived successfully.

1 
Ingest Technician
From DBViewer, verify the granule is inserted into the database.
The granule is inserted into the database.

1 
Ingest Technician
On the MODAPS Polling workspace, view the PAN message in the PAN directory.

> cd </usr/ecs/<MODE>/CUSTOM/icl/a/data/remote/MODAPS/Response>

> vi <pan file>
The PAN message indicates the request is Successful.

ORE Post Exercise Analysis:

a.  Review the information displayed on the “Monitor/Control” screen with the information contained in the “Ingest History Log”.  The following information is to be compared:

· Request ID

· Data Provider

· Status

· Ingest

· Type

· Start Date

· Start Time

· End Date

· End Time

· Total # of Granules

· # of Successful Granules

· Data Volume, (MB)

· File Count

· Time to Transfer (mins)

· Time to Preprocess (mins)

· Time to Archive (mins)

· Priority

· Restart Flag.

b.  Review the information reported in the “EcInGran.log” and compare with the information provided in the “Ingest History Log” for completeness and accuracy.  Verification is performed to ensure that a Granule ID was provided for the Request ID displayed on the “Monitor/Control” screen and the “Ingest History Log.”

c.  Review the information reported in the “EcInGran.log” looking for the following completed and successful actions: (1) staging, (2) get MCF file, (3) preprocessing, and (4) insert.

d.  Review the archive database listing to verify that the “DB Id” listed for the archival insert is displayed in the “Archive Log”.

ORE Post Execution Summary:

To be supplied by Test Lead/Conductor after execution:

ORE Reference/Applicable Documents:

5B09070 Ingest Auto-Suspend/Cancel/Resume
611 Chapter 16, Sections 16.2.1, 16.2.4.

625 Volume 8: Ingest, sections on Launching Ingest Applications, Ingest Status Monitoring.

SVT TS0610.1, EDOS Data Ingest and Archive Test
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