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ORE-5B-04 Configuration Registry (CSS)

Purpose/Importance

Load configuration data from configuration files or from the Registry server. It will replace the multitude of custom configuration files with a single configuration registry database.
This ORE will exercise the following; 

1. Demonstrates that the Configuration Registry Service is able to load configuration data from a configuration file or from the Registry Server. 

2. Demonstrates that the Configuration Registry Service can import the contents of a configuration file into the registry database correctly. 

3. Confirms that the Registry Service can login to the registry database and accept a wildcard (*) query, which will return all parameters. 

4. Verifies that the Configuration Registry Services can restore the registry database from an on-disk backup file. 

5. Verifies that redundancy of the Registry Service can be provided in one mode.

Exercise Assumptions:

· User must know how to startup/shutdown ECS servers from the ECS ASSIST. 

· Registry database is available.

· Sybase System administration available for support.

· Configuration Registry Database is populated with valid configuration data.

· Mode is determined. (MODE = TS1, TS2, OPS)

· The configuration file exists and the information in the registry database differs from the contents of the configuration file. 



ORE-5B-04     Step-By-Step Procedures


Step #
Position
Input Action
Expected Results



Setup Workspaces


1 
Ops Controller
Login to the workstation.

· Enter <Userid>
· Enter <Password>
The user is logged into the workstation.

1 
Ops Controller
Create the following workspaces on the CDE window manager.

· GUI

· SRV
· EA
Several xterm workspaces are invoked.



Registry GUI verification


1 
Ops Controller
In the GUI workspace, login to the Registry GUI machine using secure shell.

· ssh <machine name>
· Enter <Passphrase>
The xterm terminal is invoked.

1 
Ops Controller
Bring up the Registry GUI.

· cd /usr/ecs/<MODE>/CUSTOM/utilities
· EcCsRegistryGUIStart <MODE>
The Database Login dialog window is displayed.

1 
Ops Controller
Login to the Registry GUI.

· Enter <Userid>
· Enter <Password>
· Enter <server name>
· Enter <Registry Database Name>
· Click Sign on
The user is logged in and the Registry GUI window is displayed.



Demonstrate the existing .CFG file mechanism still works.


1 
Ops Controller
From the EA workspace, invoke a terminal window.

· Click right mouse button 

· Select Program => Terminal …
· ssh <machine name>
· Enter <Passphrase>
The user is logged into the designated machine.

1 
Ops Controller
List all servers available. Identify a server and a mode to be tested. Identify a server name associated with the server to start.

· cd /usr/ecs/<MODE>/CUSTOM/utilities

· ls *Start
The directory is changed and the list of servers is displayed.

The Mode, server and server name (i.e. EcSbSubServer) are identified. 

1 
Ops Controller
Select a configuration file associated with the server selected above.

· cd /usr/ecs/<MODE>/CUSTOM/cfg

· ls *.CFG
The directory is changed and the list of configuration files is displayed.

1 
Ops Controller
Ensure that the server for the MODE is not up.
If the server is running, bring the server down.
The server is down.

1 
Ops Controller
Start up ECS ASSIST.

· EA & 
The ECS Assist GUI is invoked.

1 
Ops Controller
Invoke a terminal from the SRV workspace.

· Click on the SRV workspace

· Click right mouse button 
· Select Program => Terminal …
A terminal window is invoked.

1 
Ops Controller
Invoke four xterm windows.
· CFG
· LOG

· LoadDb
· DATA 
Four xterm windows are invoked.

1 
Ops Controller
From the terminal window, login to the designated machine.

· ssh <machine name>

· Enter <Passphrase>
 The user is login into the machine.

1 
Ops Controller
Monitor the status of the server from EA and ensure that the server is down.

· Click on the EA workspace

· Select Subsystem Manager
· Select Modes
· Select CSS
· Select EcCsId(IDG)
· Select EcSbSubServer

· Select monitor  
The GUI monitor window is displayed and the status of the server is DOWN.

1 
Ops Controller
Start up the EcSbSubServer using ECS Assist.

· Select EcSbSubServer
· Click start 
· Wait for process to complete then click on <Update Now> at monitor GUI window 
The status of the server is UP.

1 
Ops Controller
From the CFG xterm window, view the server configuration file.

· cd /usr/ecs/<MODE>/CUSTOM/cfg

· view EcSbSubServer.CFG
The content of the server.CFG is displayed.

1 
Ops Controller
From the LOG xterm window, view the server debug log.

· cd /usr/ecs/<MODE>/CUSTOM/logs

· view EcSbSubServerDebug.log
The content of the Debug log is displayed.

1 
Ops Controller
Compare the attributes of the EcSbSubServerDebug.log and the EcSbSubServer.CFG file. 
The attributes information (Name, ProgramID, ApplicationID, Site,  SubSysName, MajorVersion, MinorVersion, AppLogSize, AppLogLevel, DebugLevel, etc…)  of the EcSbSubServerDebug.log matches with the attributes in the EcSbSubServer.CFG file.

1 
Ops Controller
Exit from the EcSbSubServer.CFG.

· Press the ECS key
· Type :q!
The configuration file is closed.

1 
Ops Controller
Exit from the EcSbSubServerDebug.log.

· Press the ECS key
· Type :q!
The debug log is closed.

1 
Ops Controller
Save the Server Debug log file for later use.

· Click on the LOGS xterm window
· cp EcSbSubServerDebug.log EcSbSubServerDebug.logbkp
The debug log is copied.

1 
Ops Controller
Shutdown the server.

· Click on the EA workspace

· Select the EcSbSubServer

· Select kill from the EA menu bar

· Wait for process to complete then click on <Update Now> at monitor GUI window 
The status of the EcSbSubServer is DOWN.



Confirm that configuration parameters can be obtained from the registry.


1 
Ops Controller
Rename the configuration file.

· Click on the CFG xterm window

· mv EcSbSubServer.CFG EcSbSubServer.CFG.bkup
The configuration file is renamed.

1 
Ops Controller
Ensure that the EcRgRegistryServer is up.
The status of the EcRgRegistryServer is obtained.

1 
Ops Controller
In the EA Workspace, startup the server  from the ECS ASSIST GUI.

· Select EcSbSubServer

· Click start 
· Wait for process to complete then click on <Update Now> at monitor GUI window 
The status of the server is UP.

1 
Ops Controller
View the data information in the Configuration Registry GUI.

· Click on the GUI xterm window
· Select Attribute Tree from the pulldown menu

· Select <machine name>

· Select CFG
· Select config
· Select EcSbSubServer
The Attribute Listing screen is displayed.

1 
Ops Controller
View the log file.

· Click on the <LOG> xterm window

· cd /usr/ecs/<MODE>/CUSTOM/logs

· view  EcSbSubServerDebug.log
The content of the server Debug log is displayed.

1 
Ops Controller
Verify that the attribute values in the Debug log and the information in the Attribute Listing screen. 
The attribute information of the Debug log will be matched with the attribute values in the  Attribute Listing screen (Name, ProgramID, ApplicationID, Site,  SubSysName, MajorVersion, MinorVersion, AppLogSize, AppLogLevel, DebugLevel, etc…).

1 
Ops Controller
Exit from the EcSbSubServerDebug log.

· Press the ECS key
· Type :q!
The Debug log is closed.

1 
Ops Controller
Modify a parameter’s value in the Configuration Registry database to point to another node in the tree.
The parameter is modified. For example, modify the value of the DebugLevel.

1 
Ops Controller
Shutdown the server.

· Click on the EA workspace

· Select the EcSbSubServer

· Select kill from the EA menu bar

· Wait for process to complete then click <Update Now> at monitor GUI window 
The status of the server is DOWN.

1 
Ops Controller
Startup the server from the ECS ASSIST GUI.

· Click on the EA workspace
· Select EcSbSubServer

· Click start 
· Wait for process to complete then click <Update Now> at monitor GUI window 
The status of the server is UP.

1 
Ops Controller
From the LOG xterm window, view the debug log.

· cd /usr/ecs/<MODE>/CUSTOM/logs

· view EcSbSubServerDebug.log
The attribute information of the Debug log will contain new parameters.

1 
Ops Controller
Exit the EcSbSubServerDebug.log.

· Press the ECS key
· Type :q!
The Debug log is closed.

1 
Ops Controller
Restore the configuration file.

· Click at the CFG xterm window

· mv EcSbSubServer.CFG.bkup EcSbSubServer.cfg
The configuration file backup is renamed.



Use the command-line registry query tool to verify that all parameters in a subtree are returned when the path of the subtree ends with a wildcard (*).


1 
Ops Controller
Ensure that the EcCsQueryRgy is available.

· Click on the DATA xterm terminal

· ssh <EcCsQueryRgy machine> 

· Enter <Passphrase>
· cd /usr/ecs/<MODE>/CUSTOM/bin/CSS

· ls EcCsQueryRgy
The EcCsQueryRgy is displayed.

1 
Ops Controller
From the command line, enter the following.

· EcCsQueryRgy ConfigFile /usr/ecs/<MODE>/CUSTOM/cfg/EcCsQueryCFG.rgy ecs_mode <MODE> “/<machine name> /config/CFG/EcSbSubServer/*”
The EcSbSubServer data information will be displayed on the screen.

1 
Ops Controller
View the data information in the Configuration Registry GUI.

· Click on the GUI xterm window
· Select Attribute Tree from the pulldown menu

· Select host 

· Select CFG

· Select config
· Select EcSbSubServer
The Attribute Listing screen is displayed with attribute information (Name, ProgramID, ApplicationID, Site, SubSysName, MajorVersion, MinorVersion, AppLogSize, AppLogLevel, DebugLevel, etc…).



Use the importation tool to import the contents of a CFG file into the registry database.  Use the registry GUI to confirm that the contents have been imported correctly.


1 
Ops Controller
From the LoadDb xterm:

· ssh <machine name>

· Enter <Passphrase>

· cd /tools/common/ea

· ls EcCoPopulateRegistry
The EcCoPopulateRegistry is displayed.



1 
Ops Controller
Check to make sure that the EcSbSubServer.CFG exists.

· ll /usr/ecs/<MODE>/CUSTOM/cfg/ EcSbSubServer.CFG
The EcSbSubServer.CFG displayed.



1 
Ops Controller
Delete the parameters of the EcSbSubServer if it exists.

· Click on the GUI workspace
· Select Attribute Tree 
· Select host 
· Select config

· Select CFG

· Select EcSbSubServer

· Click on the Delete Icon
The parameters of the EcSbSubServer disappear.



1 
Ops Controller
From the command line of the xterm LoadDb window.

· EcCoPopulateRegistry <MODE>  <HostName>

</usr/ecs/<MODE>/CUSTOM/cfg/EcSbSubServer.CFG > 

<DbServerName> <DbUserName> <DbPassword> <DbName> <AttributeTreeName>
The message “Populating ECS Registry on <host> 

**Successfully loaded configured file: <Configuration.CFG” is displayed.

1 
Ops Controller
View the data information in the Configuration Registry GUI.

· Click on the GUI xterm window
· Select Attribute Tree from the pulldown menu

· Select <host> 

· Select config
· Select CFG
· Select EcSbSubServer 
The Attribute Listing screen is displayed with attribute information (Name, ProgramID, ApplicationID, Site, SubSysName, MajorVersion, MinorVersion, AppLogSize, AppLogLevel, DebugLevel, etc…).

1 
Ops Controller
View the EcSbSubServer.CFG.
· Click on the LOG xtrem window
· cd /usr/ecs/<MODE>/CUSTOM/cfg

· view EcSbSubServer.CFG 
The content of the EcSbSubServer.CFG is displayed.

1 
Ops Controller
Compare the information displayed from the Registry GUI to the EcSbSubServer.CFG.
The parameters displayed in the EcSbSubServer.CFG matches to the Registry GUI parameters..

1 
Ops Controller
Exit from the EcSbSubServer.CFG.

· Press ESC key.

· Enter :q!
The EcSbSubServer.CFG is closed.

1 
Ops Controller
Make a backup copy of the EcSbSubServer.CFG.

· cp EcSbSubServer.CFG EcSbSubServer.bak
The EcSbSubServer.bak is created.



Verify that the database can be restored from an on-disk backup taken within the previous two days. 
Note: Prior to continuing with the following test steps, verify that a backup exist.

1 
Ops Controller
In the DB xterm, login to the machine in which the registry database backup files reside. (Machine will be determined after backup is generated).

· ssh <machine name>

· Enter <Passphrase> 
A terminal window is invoked.

1 
Ops Controller
Invoke the following xterms.
· Restore Log
· Backup Log 
Two xterm windows are invoked.

1 
Ops Controller
Identify the directory, database backup file and log associated with database backup file.

· cd backup directory (Sybase_dump/Sybase.dump/Sybase_dumps

· ls  -al  -tr EcCsRegistry_<MODE>.dat.Z
· Select a backup file within two days old.
The list of database backup files and log files are displayed with reverse order date.

1 
Ops Controller
From the database backup list displayed:

· Select a file to backup 

· Annotate the directory associated with the backup file.
The files are selected.

1 
Ops Controller
From the Restore Log xterm terminal, type the following command.

· From isql command, enter load database <database Name> from <backup directory> with file = <database backup file>
The restore information message is displayed.

1 
Ops Controller
Verify the restore results.

· Click on the Restore Log xterm window
· cd to restore directory log file
· ls –al –tr *.log
· view the EcCsRegistry_<MODE>.logYYYYMMDD.HH.MM.Z
The content of the registry database restore log is displayed.

1 
Ops Controller
View the database backup log.

· Click on the Backup Log xterm window
· cd to backup directory log file
· view the database backup log file that noted  above

· Compare the information of the backup log 
The information in the restore database log file will match with the database backup log information.

1 
Ops Controller
Exit from the EcCsRegistry_<MODE>.

· Press the ESC key

· Enter :q!
EcCsRegistry log is closed.

1 
Ops Controller
Exit from the Database backup log

· Press the ESC key

· Enter :q!
Database log is closed.

1 
Ops Controller
Login to the EcCfgRegistry database.

· isql  <server name> <user name> <password>
 Login to the registry database.

1 
Ops Controller
Verify that the Registry database can be accessed after restoring database.

· use EcCfgRegistry
· go

· select * from ConfiguredValue

· go
 The attribute information is displayed.



Bring up two registry servers on separate machines, but in the same mode.  Then bring up an ECS server and verify it has read its configuration parameters correctly.  Check the logs of the registry servers and kill the one that got the request from the ECS server.  Bring up another ECS server and verify it has read its configuration parameters correctly.


1 
Ops Controller
From a terminal window, invoke xterm windows:
· g0acg01 
· g0icg01 
· ECS Server
“g0acg01”, “g0icg01” and “ECS Server” xterm windows are invoked.

1 
Ops Controller
Verify that EcRgRegistryServer  is running on g0acg01 machine by using “ps” from the command line.
· Click on the g0acg01 xterm window
· Login using the allmode account
· ps –aef |grep EcRgRegistryServer |grep <MODE>
The process of the EcRgRegistryServer is obtained.  Follow next step to start up the EcRgRegistryServer if the process is not obtained.

1 
Ops Controller
Start up the EcRgRegistryServer on the g0acg01 machine.
· cd /usr/ecs/<MODE>/CUSTOM/utilities
· EcCsRegistryStart <<MODE>> <SQLServer> <UserID> <Password>

· ps –aef |grep EcRgRegistryServer |grep <MODE>
The process of the EcRgRegistryServer is obtained.

1 
Ops Controller
Verify that EcRgRegistryServer  is running on g0icg01 machine by using “ps” from the command line.
· Click on the g0icg01 xterm window
· Login using the allmode account
· ps –aef |grep EcRgRegistryServer |grep <MODE>

The process of the EcRgRegistryServer is obtained.  Follow next step to start up the EcRgRegistryServer on g0icg01 machine if the process is not obtained.

1 
Ops Controller
Start up the EcRgRegistryServer.

· cd /usr/ecs/<MODE>/CUSTOM/utilities
· EcCsRegistryStart <MODE> <SQLServer> <UserID> <Password>

· ps –aef |grep EcRgRegistryServer |grep 
The process of the EcRgRegistryServer is obtained.

1 
Ops Controller
Start up an ECS Server from another machine (Shutdown the server if the server is running). For example EcSbSubServer on g0ins01.

· Click on the ECS Server xterm window
· Login to <g0ins01>using the allmode account
· cd /usr/ecs/<MODE>/CUSTOM/utilities
· EcSbSubServerStart <MODE>
· ps –aef |grep EcSbSubServer |grep <MODE>
The process of the EcSbSubServer is obtained.

1 
Ops Controller
View the EcRgRegistryDebug.log on g0acg01 machine to identify the request from the ECS server (EcSbSubServer).
· Click on the g0acg01 xterm window

· cd /usr/ecs/<MODE>/CUSTOM/logs

· view EcRgRegistryDebug.log
The content of the EcRgRegistryDebug.log is displayed and the EcSbSubServer request can be identified as: Request received: /g0ins01/Config/CFG/EcSbSubServer.

1 
Ops Controller
Close the EcRgRegistryDebug.log from the g0acg01 machine.
The content of the EcRgRegistryDebug.log is closed.

1 
Ops Controller
View the EcRgRegistryDebug.log on g0icg01 machine to identify the request from the ECS server (EcSbSubServer).
· Click on the g0icg01 xterm window

· cd /usr/ecs/<MODE>CUSTOM/logs
· view EcRgRegistryDebug.log
The content of the EcRgRegistryDebug.log is displayed and the EcSbSubServer request an be identified as: Request received: /g0ins01/Config/CFG/EcSbSubServer.

1 
Ops Controller
Close the EcRgRegistryDebug.log from the g0icg01 machine.
The content of the EcRgRegistryDebug.log is closed.

1 
Ops Controller
Kill the EcCsRegistry server that got the request.
· Click on the g0icg01 or g0acg01 xterm window
· ps –aef |grep EcRgRegistryServer |grep <MODE> 

· kill –9 <process ID>
The EcCsRegistry is shutdown.

1 
Ops Controller
Start up an ECS Server (other than EcSbSubServer)  from another machine (Shutdown the server if the server is running).

· Click on the ECS Server xterm window
· cd /usr/ecs/<MODE>/CUSTOM/utilities
· EcSbSubServer Start <MODE>
· ps –aef |grep EcSbSubServer |grep  
The process of the Server is obtained.

1 
Ops Controller
View the EcSbSubServer Debug.log to verify the result. Compare the EcSbSubServerDebug.log result 

· cd /usr/ecs/<MODE>/CUSTOM/logs

· view EcSbSubServerDebug.log
The content of the EcSbSubServer Debug.log is displayed. 

1 
Ops Controller
Close the EcSbSubServer Debug.log from the g0acg01 machine.
The content of the EcSbSubServer Debug log is closed.

ORE Post Exercise Analysis:

Document any discrepancies found during the execution of this test.

ORE-5B-03 Reference/Applicable Documents:

F2-5B10090  Configuration Registry
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