Operational Guidelines for "Populate Data Pool from ECS Archive" 

Capability ID 8008-DL

Delivered in Patch_6A.06_DPL.05A

An early delivery of this Synergy III capability is being provided with Patch_6A.06_DPL.05A.   

Capability Description:  Under Synergy II, the only way to insert data into the Data Pool is via Subscription-Based Population, i.e., by entering a subscription with a Data Pool Insert Action.   Any granules  which match the subscription qualifications will then be copied to the Data Pool at the time that they are inserted into the ECS Archive.

DAACs have requested the ability to also insert data into the Data Pool  via Search-Based Population, i.e., the ability to search for granules which already exist in the ECS Archive, and to request that those granules be copied into the Data Pool   This capability is addressed in the Synergy III Requirements Ticket DP_S3_01: Populate Data Pool from ECS Archive.   The full delivery of this capability is scheduled for the Synergy III PSR later this year.

An early delivery of this capability is provided in this patch to support two specific DAAC needs:

· At GDAAC, there is a backlog of Data Pool insert actions  which have accumulated during various Data Pool outages in July and August.  The granules in the backlog are no longer available from the AMASS cache; they have moved to AMASS tape, and therefore we wish to flag these inserts as "not in cache" before attempting to process them

· At LPDAAC, there is a need to populate the Data Pool with one year of  historical AST_L1B data, which is also on AMASS tape.

The early delivery of the Populate Data Pool from ECS Archive capability consists of a database schema modification where a new column (inCacheFlag) is added to the DlInsertActionQueue table.    The default value for this column is Y, so that all entries in this table from the Spatial Subscription Server will contain an inCacheFlag value of Y.   The Data Pool Action Driver (DPAD) has been modified to check the value of inCacheFlag, and to pass a corresponding command line argument to the Data Pool Insert Utility.   

Operational Guidelines:  After Patch_6A.06_DPL.05A has been installed,  the operator should follow the steps below  to insert granules from the ECS tape archive into the Data Pool:

1. Place rows for granules in the ECS tape archive into the DlInsertActionQueue table in the Data Pool database, with the value of inCacheFlag set to “N” for each such row.   This can be done in one of two ways:

1.1     For granules from the ECS archive which are not already in the DlInsertActionQueue (e.g., at LPDAAC where historical data is to be inserted into the Data Pool), find the SDSRV dbids for those granules, and using isql, insert one row in the DlInsertActionQueue table for each archived granule to be inserted in the Data Pool   Use an isql insert statement similar to the following example:

insert DlInsertActionQueue

(dbId,ShortName,VersionId,subId,retentionPriority,retentionPeriod.metadataOnlyFlag,enqueueTime, inCacheFlag) 

VALUES (<dbid, e.g.,2009597048>,'<ESDT shortname, e.g., MODMGGAD>',<ESDT version id, e.g., 1>,<subscription id which does not correspond to any possible valid subscription id;  a suggested value is -1>,<desired retention priority>,<desired retention period in days>,<Y if only metadata for this granule should be inserted into the Data Pool; N if both metadata and science files for this granule should be inserted into the Data Pool>,getdate(), 'N')

go

1.2    For Data Pool insert actions which are already in the DlInsertActionQueue for which it is known that the granule is no longer in the AMASS cache (e.g, all backlogged  Data Pool inserts at GDAAC), set the inCacheFlag for these actions to "N".   Note:  The backlogged insert actions have been flagged at GDAAC by setting their status  in DlInsertActionQueue to a nonvalid value temporarily (e.g., car, f_cvd); to reactivate these actions and ensure that they are processed immediately from tape, change status to null and set inCacheFlag to "N".

2. For both cases above, only a controlled number of inCacheFlag = "N" actions should be put in the DlInsertActionQueue table at a time.  This is because the DPAD recognizes all new rows in the DlInsertActionQueue at once, and will allocate processing memory in accordance with the number of new rows it finds.

        A suggested formula for determining the number of inCacheFlag = “N” actions to add to the DlInsertActionQueue at one time is: 20000 (the approximate number of granules which can be inserted daily in the Data Pool, based upon current performance benchmarks) minus the number of subscription-based granule inserts expected per day at the DAAC.   For example, if the DAAC currently inserts approx. 15000 granules per day into the Data Pool via subscription, the maximum number of inCacheFlag = “N” actions to insert into the DlInsertActionQueue at any one time is 5000.

3.   When a batch of rows is added to the DlInsertActionQueue, the rows should be added in sorted order.  Recommended sort order is by ECS Insert Time, then by ShortName/VersionID.   This maximizes the chance that multiple AMASS tape drives will be used concurrently for inserting the inCacheFlag = “N” data into the Data Pool, thus reducing the total time required to insert all inCacheFlag = “N” data.     The DAAC should monitor how the use of multiple concurrent tape drives for Data Pool inserts is affecting ECS inserts and acquires.   If the ECS insert and/or acquire rates are being adversely affected beyond what is reasonable at the DAAC, the rows in the DlInsertActionQueue where inCacheFlag = “N” can be removed and then reinserted in a different sort order (e.g., sorting by ShortName/VersionId first will maximize the chances that the same drive will continue to be used for a sequence of rows in the DlInsertActionQueue.)

3.  It is recommended to begin the “populate from archive” process by using the default Data Pool configuration settings for “number of in-cache processes”and “number of not-in-cache processes”.   The DAAC should then monitor the effect that  Data Pool Insert  usage of the AMASS tape drives  is having on ECS inserts into and acquires from  AMASS, and should adjust the number of not-in-cache processes accordingly (via the Data Pool Maintenance GUI).  

NOTE:  Do not adjust the NumofAllowedNonCacheProcesses to 0 using the Data Pool Maintenance GUI;  see existing NCR 34776.

