1.0 PATCH NOTES – Operational and Maintenance Changes

1.0 PATCH NOTES – Operational and Maintenance Changes (continued)



TAR FILES:

This delivery consists of two tar files: SOL8 and IRIX65.

NEW CAPABILITIES:
None.  This patch redelivers Data Pool custom code originally delivered 2/15/02; however, with this patch, the Data Pool custom code is installed on a new hardware platform (x0dps01).  Please refer to the Data Pool PSR document (Data Pool Release for the ECS Project, 914-TDA-180) for detailed information regarding the Data Pool capabilities. 

GENERAL NOTES:

1) These instructions are written to support an installation of Data Pool on a 6A.05 or 6A.06 baseline. Please contact Synergy Development for additional information prior to attempting to install this software on any other baseline. 
CONFIGURATON CHANGES:

2) Database Patches – Two new database patches (6003 and 6004) are  provided for the Data Pool database.  These patches fix NCRs ECSed34057 and ECSed33207 respectively.

Notes: 

SDSRV and STMGT database scripts which added Data Pool logins to their respective databases were provided with the 6A05 delivery, and are discussed in the 6A05 Installation Instructions.   Be sure that you have run these scripts.

A new database patch (6215) was provided for the Science Data Server database with the 2/15/02 Data Pool release.   This patch corrects NCR ECSed33366, which impacts both the Data Pool Insert XML generator and the BMGT.   Please be sure that you have already applied this patch.

3) Mkcfgs – After the Data Pool custom code has been installed on x0dps01, mkcfg will be performed for each component of the Data Pool subsystem which is installed on that host.
4) Mkcds – mkcds entries will not be performed on any subsystems.
5) Registry Patches – none.   The Data Pool subsystem does not use the Registry to store its configuration parameters.

6) ESDTs - No ESDTs are provided with this patch.

Setup, Staging, and Mode Preparation

This section describes the activities that must be performed to set up the staging area, to stage the drop, and to prepare the mode for installation.

Setup:

A.
Setup Preparation

___ a) Review any Workarounds for the Setup phase.

___ b) Verify/create adequate disk resources on staging server (see Table A)

___ c) Create the staging directory for this patch:

/<distribution_directory>/<stage_directory>/<platform_type>

where:
<server_name> is the host name of the staging server (see Table A)
<distribution_directory> is the name of the top-level distribution directory (currently dist at all DAACs)
<stage_directory> is the name of the staging directory for this drop, e.g.,  Patch_6A.06_DPL.03
<platform_type> is the architecture-specific directory name (SUN, IRIX65)


Table A – Staging Servers

Parameter
VALUE

EDC
e0mss01

GSFC
g0mss10

LaRC
l0mss10

NSIDC
n0mss01

VATC
t1code1

PVC
p0tes03

___ d) Notify SMC to deliver the patch

___ e) Verify receipt of the patch and file sizes. For each <platform_type>:

cd  /<distribution_directory>/<stage_directory>/<platform_type>
… verify the <drop_name>_Pkg.tar.gz file is present
… verify the <drop_name>_Setup.ksh file is present


___ f) Check disk resources on each installation host. 

Staging:

A.
Unpacking tar files

Unpack the delivery tar files (this step must be performed under a user account with write permission to <stage_directory> and /tools/common) on the staging server. Note: Unpacking the new EcsAssist, which must be installed for these instructions to work properly, require root privileges.

For each <platform_type>:

___ a) Change to the platform staging directory:

cd  /<distribution_directory>/<staging_directory>/<platform_type>

___ b) Execute the setup script (change the permissions on the script to 755 if necessary):

./<drop_name>_Setup.ksh

___ c) At the prompt “Press ^C to Cancel, Any Other Key to Continue:”, press any key except ^C.

___ d) At the “Continue? (Y/N):” prompt, enter Y
___ e) At the “Extract ECS tar packages? (Y/N):” prompt, enter Y for all platforms

___ f) Verify that the staging area location is correct on the line “Install ECS Staging area to: <distribution_directory>/<staging_directory>/<platform_type>”

___ g) If correct, enter Y at the prompt “Enter ^C to Cancel, ‘N’ to change, ‘Y’ to continue:”

___ h) Verify that the following messages are received for each <platform_type>:
Cleaning up … done.
Delivery setup is complete, you may now install ECS from staging area.

___ i) At the prompt “Update ECS Assist Common Files? (Root only)(Y/N”), enter Y for the Sun tar file.

B.
Preparing staged files for installation

___ a) Change file permissions to allow staged installation (ECSed20099). This action must be performed as the user account used to stage the delivery. 



cd  /<distribution_directory>/<stage_directory>/IRIX65/CUSTOM/dbms


chmod  0744  DPL/DlDbSybaseLogin

Mode Preparation:

___ a) Review any Workarounds for the Mode Preparation phase.

___ b) Verify that the CUSTOM code partitions for the mode on each host have adequate space for the new installation.

___ c) Obtain a full backup of the system and/or mode for all hosts. 

___ d) Shut down all servers for the mode.

These procedures are order-dependent. Each individual step should be completed before the follow-on step is attempted.

Replace all occurrences of the string <MODE> with the mode into which you are performing the installation i.e. TS1, TS2 , or OPS. Replace all occurrences of <stage_directory_location> with the path name of the staging directory.

Prerequisites:

___ a) Read and familiarize yourself with the document Release 5B Operations Tools Manual, document number 609-CD-510-002, with focus on the chapter on EcsAssist.

___ b) Review the .sitemap file in the staging area for additions/deletions/changes to the installed configuration. Identify the software packages to be installed on this host . The .sitemap is located at: /<distribution_directory>/<stage_directory>/<platform_type>/<architecture>/

___ c) Obtain the staging area directory path name from the installation lead. This should NOT include the architecture-specific path component (such as SUN, IRIX65):
<stage_directory_location> =____________________________________________________

___ d) Ensure that the host for EASI has sufficient free memory. EASI has significant memory requirements, and if its host runs out of memory during execution of the installation, the end state of the system is indeterminate. Check to make sure that the platform has at least 50 MB of available memory before beginning the installation. E.A.S.I uses sockets to connect to the hosts which are being installed.

Installation:

___ a) On any SUN host, activate the ECS Assistant.

___ b) Select E.A.S.I.
___ c) Select the correct mode.

___ d) Enter the staging directory as specified in the Prerequisites(c) above. When entering the Staging Area, don’t enter a platform directory name. For example, enter: /net/<staging_host>/codedrop2/6A_04, not /net/<staging_host/codedrop2/6A_04/SUN. During Installation, E.A.S.I. will choose the appropriate architecture depending on the machine on which it is installing custom code. Press: <RETURN>.

___ e) Click: CUSTOM and then click: Next
___ f) Ensure that the Sort by dialogue box has Subsystem selected.

___ g) For all sites:
Hold down the Shift Key and click on the DPL subsytem. Click Next.

Verification:

___ a) The install is complete when all subsystems return to idle status and buttons to the left of the host names are turned to either green, yellow, or red. 

___ b) When both subsystems are idle, exit E.A.S.I by clicking on Cancel and then Exit.

___ c) Review the install log for any subsystem for which a red icon is displayed and determine the cause of the installation failure.

___ d) When any install failures have been resolved you may proceed to the Configuration section.

Make Configuration:

See section 4.0 DPL - Configuration and Initialization for Mkcfg instructions.

Make CDS Entries:

N/A

Database Builds or Patches:

Two Data Pool database patches (6003 and 6004) will be installed in the Data Pool database on x0acg0n, using EcsAssist Subsystem Manager. See section 4.0 DPL - Configuration and Initialization, for the instructions for applying these patches.

Registry Patches:


N/A

These procedures are order-dependent. Each individual step should be completed before the follow-on step is attempted.

Replace all occurrences of the string <MODE> with the mode into which you are performing the installation, i.e. TS1, TS2 or OPS. Replace all occurrences of <stage_directory_location> with the path name of the staging directory provided to you by the installation lead. Replace all occurrences of <server_manager> with the UNIX account name that is used to run your servers. Normally this is “cmshared” or “allmode”. Replace all occurrences of <mode> with the mode name in lower case letters into which you are performing the installation 

Prerequisites:

____ a) The Data Pool Sun 4800 (x0dps01) has been installed and connected to the network (all DAACs) and  to the SAN  (all DAACs except NSIDC) (ref. CCR 02-0323)

____ b)  wu-ftp 2.6.2 COTS has been installed on x0dps01 (ref 914-TDA-196, CCR 02-0374).    Note that an anonymous ftp directory /datapool/OPS/user is automatically created on x0dps01 as part of the wu-ftp COTS installation.

____ c) Mount points have been created per CCR 02-0323 (NSIDC only)
____ d) Solaris 8 version of Web/Java COTS (apache web server, tomcat, velocity, JDBC API, JDOM, WebGLIS) is installed on x0dps01 (ref. 914-TDA-192 Rev 01,  CCR 02-0337)

____ e) iPlanet 6.0, Enterprise Edition, is installed on x0dps01 (ref. 914-TDA-193, CCR No. 02-0358, Release of iPlanet Web Server 6.0, Enterprise Edition for the DAACS)

____ f) Perl 5.6.1 is automounted to x0dps01 (ref. 914-TDA-187, Sun and SGI Automount COTS Release Upgrades for the ECS Project, CCR 02-0341)

____ g) JConnect 5.2 COTS has been installed per CCR 01-0923.

____ h) Java RunTime Environment (JRE) COTS has been installed on x0dps01 (ref. 914-TDA-191 Rev 01, CCR 02-0321A)

____ i) The firewall is configured for http access to x0dps01 through ports 22000, 22010, and 22020, and for ftp access to x0dps01 through port 21.

NOTE:   With this patch, all Data Pool custom software except the EcDlAmassAccess package is moved to x0dps01.   The EcDlAmassAccess package continues to be installed on all AMASS hosts, as it was for the 2/15/02 release of Data Pool. The Data Pool Database package continues to be installed on x0acg0n (same host where SDSRV database resides).

Configuration and initialization instructions are provided by host below.

4.1 ON THE x0dps01 HOST:

4.1.1 create an  iplanet instance for the Data Pool Maintenance GUI:

___ a) Note the port number for the Data Pool Maintenance GUI for <mode>. (Refer to mkcfg instructions below).

___ b)  Ask your web administrator to create an IPlanet instance (one instance per mode) for the Data Pool Maintenance GUI, using the instructions below.

Instruction
Expected Result

Login to the host where the Data Pool GUI is installed.

Type: rlogin <host; e.g., x0dps01>
User logged in

Type: setenv DISPLAY <terminal id>


Type: netscape &
Netscape Browser start-up web page is displayed.

On the web browser, enter: http://<full host machine name>:<NES admin port*>

Where full host machine name is the complete domain name of the host where the Data Pool GUI is installed (e.g., p2dps01.pvc.ecs.nasa.gov)

*<NES admin port> = 20077

The baselined http/admin port number is 20077; however, the current admin port number in use may be different.  Please notify the system administrator if a discrepancy exists.
Netscape:Password pop-up is displayed.

In the pop-up window, 

Enter User Name: admin

Enter Password: <web admin password>

Click on OK.
iPlanet Manage Servers page is displayed.

Click on the Add Server box in the left margin of the page.

(Note:  repeat this and all remaining steps for each mode where the Data Pool GUI will be installed.)
iPlanet Add Server page is displayed.

Enter the following on the Add Server page:

Server Name: <fully qualified domain name of host where Data Pool GUI is installed; e.g., p2dps01.pvc.ecs.nasa.gov>

Server Port (OPS mode):  <enter port for <mode>; see mkcfg instructions below  for port numbers>

Server Identifier: <host>_DPL_<mode> (e.g., g0dps01_DPL_TS1)
Server User: cmshared
MTA HOST: localhost

Accept default Never attempt to resolve IP addresses into host names.

Document root: /usr/ecs/<mode>/CUSTOM/WWW/DPL/docs
Click on OK
Success! page is displayed.

On Success page, click on Configure your new server.
Server On/Off page is displayed.

Click on Class Manager button at upper right.
Manage Virtual Servers page is displayed.

Click on Programs tab at the top of the page.
CGI Directory / Add another CGI Directory page is displayed.

Enter the following:

URL prefix: cgi-bin
CGI Directory: /usr/ecs/<mode>/CUSTOM/WWW/DPL/cgi-bin
Click OK.
Pop-up appears: A CGI directory mapping has been added 

Click on OK  in pop-up window.
Pop-up disappears.

Click on Apply button in upper right of CGI Directory page.
Apply Changes page is displayed.

Click on Apply Changes.
Success! pop-up window verifies that the server has started.

Click on OK in pop-up window.
Pop-up disappears.

Click on Virtual Servers tab of CGI Directory page.
Manage Virtual Servers page appears.

Using ECS Assist in a separate window, run Mkcfg for the Data Pool Maintenance GUI, per below.


4.1.2 Configuration:

A.  Configuration Parameters

The following are the configuration parameters for the Data Pool components on x0dps01.   These configuration parameters will be

set at install time using ECS Assist.

Parameter
Recommended Value
Description

Data Pool Action Driver (EcDlActionDriver):

Site
the DAAC site mnemonic (e.g., EDC, GSF)
the DAAC site mnemonic (e.g., EDC, GSF)

AppLogSize
100000000
Maximum size of application log in bytes before the log will clear and restart

AppLogLevel
0
Level of messages in application log (0 represents the highest level of verbosity)

DebugLevel
0
Level of messages in debug log

SDSRV_SYB_HOST
<the name of the Sybase server, e.g., x0acg0n_srvr, which supports the SDSRV database>
the name of the Sybase server which supports the SDSRV database in this mode

SYB_DBNAME
DataPool[_<MODE>]
The name of the Data Pool database

SYB_HOST
<the name of the Sybase server, e.g., x0acg0n_srvr, which supports the Data Pool database>
the name of the Sybase server which supports the Data Pool database

Data Pool Insert Utility (EcDlInsertUtility):

SYB_HOST
<the host name, e.g, x0acg0n.pvc.ecs.nasa.gov,  for the Sybase server which supports the Data Pool database>
the host name for the Sybase server which supports the Data Pool database

SYB_PORT
< port number for the Sybase server which supports the Data Pool database; may be found in the Sybase interfaces file>
port number for the Sybase server which supports the Data Pool database; may be found in the Sybase interfaces file

SYB_SQS_PORT
<port number for the SQS server which supports the Data Pool database; may be found in the Sybase interfaces file>
port number for the SQS server which supports the Data Pool database; may be found in the Sybase interfaces file

SYB_DBNAME
DataPool_<mode>
The name of the Data Pool database

NUM_RETRIES
3
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
15
Seconds between Sybase database connection retries

USE_AMASS
Y
Y= Assume AMASS is the source of ECS granules which are copied to the Data Pool; N = Use a non-AMASS file system as the source of ECS granules

USE_ECUTCOPY
Y
Y= Use the EcUtCopy utility to perform the remote copy from the ECS archive to the Data Pool disks; N = use Unix copy

USE_DATAWAREHOUSE
Y
Y= Populate the Data Warehouse fact tables in the Data Pool database (DlFactGroupESDT, DlFactDayNight, DlFactTimeOfDay, DlFactTemporal, DlFactQA, DlFactSpatial) when granules are inserted in the Data Pool; N = Do not populate the Data Warehouse fact tables when granules are inserted in the Data Pool.

COPY_BLOCK_SIZE_KBYTES
4096
Default block size for EcUtCopy

COPY_RETRIES
3
Number of times EcUtCopy retries on read/write failures from AMASS to Data Pool

DEBUG_MESSAGES
N
Y= Print additional debug messages to the log file.

QS_PORT
< 223n1, where n represents the mode; n = 0 for OPS, n = 1 for TS1, n = 2 for TS2)>
the port number for the Data Pool Quick Server on the AMASS hosts which handles copies from AMASS to the Data Pool

Data Pool Insert XML Conversion Utility (EcDlM2XTApp):

SDSRV_SYB_DBNAME
EcDsScienceDataServer1_<mode>
The name of the SDSRV database in this mode

SDSRV_SYB_HOST
<the host name, e.g, x0acg0n.pvc.ecs.nasa.gov,  for the Sybase server which supports the SDSRV database>
the host name for the Sybase server which supports the SDSRV database

SYB_PORT
<port number for the Sybase server which supports the Data Pool database; may be found in the Sybase interfaces file>
port number for the Sybase server which supports the Data Pool database; may be found in the Sybase interfaces file

SYB_SQS_PORT
<port number for the SQS server which supports the Data Pool database; may be found in the Sybase interfaces file>
port number for the SQS server which supports the Data Pool database; may be found in the Sybase interfaces file

DAACID
The DAAC mnemonic (e.g, EDC, GSFC)
The DAAC mnemonic

Data Pool Update Granule Expiration Utility (EcDlUpdateGranule):

SYB_HOST
<the name of the Sybase server, e.g., x0acg0n_srvr, which supports the Data Pool database>
the name of the Sybase server which supports the Data Pool database

SYB_DBNAME
DataPool[_<MODE>]
The name of the Data Pool database

NUM_RETRIES
5
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
5
Seconds between Sybase database connection retries

Data Pool FTP Log Parser (EcDlFtpRollup):

SYB_DBNAME
DataPool[_<MODE>]
The name of the Data Pool database

SYB_HOST
<the name of the Sybase server, e.g., x0acg0n_srvr,  which supports the Data Pool database>
the name of the Sybase server which supports the Data Pool database

FTP_LOG_PATH
<full path name including file name, of the ftpd log on the x0dps01 host; e.g., /var/adm/xferlog>
Full path name, including file name or wildcards, for the ftpd log on the Data Pool host (x0dps01).   This log file will be parsed for messages indicating ftp access to the Data Pool disks.

ROLLUP_START_TIME
3:00
Beginning time (hh:mm) of 24 hour period in ftp log for which Data Pool accesses will be rolled up to the Data Pool database

NUM_RETRIES
5
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
5
Seconds between Sybase database connection retries

Data Pool Cleanup Utility (EcDlCleanupDataPool):

SYB_HOST
<the name of the Sybase server, e.g., x0acg0n_srvr,  which supports the Data Pool database>
the name of the Sybase server which supports the Data Pool database

SYB_DBNAME
DataPool[_<MODE>]
The name of the Data Pool database

NUM_RETRIES
15


Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
3
Seconds between Sybase database connection retries

DEFAULT_LIMIT
200
Default Retention Priority value above which granules will not be cleaned up unless they have expired.

MIN_FREE_SPACE
300000
Minimum amount of space (in Mbytes) which must be free on the Data Pool disks in order to reset the NoFreeSpace flag

Parameter
Recommended Value
Description

Data Pool Maintenance GUI (EcDlDpm):

SYB_HOST
<the name of the Sybase server, e.g, x0acg0n_srvr, which supports the Data Pool database>
the name of the Sybase server which supports the Data Pool database

SYB_DBNAME
DataPool[_<MODE>]
The name of the Data Pool database

NUM_RETRIES
5
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
1
Seconds between Sybase database connection retries

PORT
<221n1, where n represents the mode (n = 0 for OPS, n = 1 for TS1, n = 2 for TS2)>
The port number for the GUI

HOST
<fully qualified domain name of the host where the GUI is installed; e.g., p0ins01.pvc.ecs.nasa.gov>
The host where the GUI is installed

Parameter
Recommended Value
Description

Data Pool Web Log Parser (EcDlWebRollup):

SYB_DBNAME
DataPool[_<MODE>]
The name of the Data Pool database

SYB_HOST
<the name of the Sybase server, e.g., x0acg0n_srvr, which supports the Data Pool database>
the name of the Sybase server which supports the Data Pool database

WEB_LOG_PATH
<full path name, including file, of the web application log on host x0dps01>
full path name, including file, of the web application log on the Data Pool Web application host x0dps01.   This log file will be parsed for messages indicating web access to the Data Pool disks.

ROLLUP_START_TIME
3:00
Beginning time (hh:mm) of 24 hour period in ftp log for which Data Pool accesses will be rolled up to the Data Pool database

NUM_RETRIES
5
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
5
Seconds between Sybase database connection retries

Data Pool Web Access Application (EcDlWebAccess):

SYB_HOST
<the host name, e.g, x0acg0n.pvc.ecs.nasa.gov, for the Sybase server which supports the Data Pool database>
the host name for the Sybase server which supports the Data Pool database

SYB_PORT
<port number for the Sybase server which supports the Data Pool database; may be found in the Sybase interfaces file>
port number for the Sybase server which supports the Data Pool database; may be found in the Sybase interfaces file

SYB_SQS_PORT
<port number for the SQS server which supports the Data Pool database; may be found in the Sybase interfaces file>
port number for the SQS server which supports the Data Pool database; may be found in the Sybase interfaces file

SYB_DBNAME
DataPool[_<MODE>]
The name of the Data Pool database

DAAC_WWW_URL
<enter URL for your DAAC Home Page here>
This will be used on the Data Pool Home page as the link for "About the DAAC".

EDG_URL
<enter the url for the current baseline version of the EDG>
This will be used on the Data Pool Home page as the link for the EDG reference.

HTTP_HOST
<enter the host name where the apache web server is installed; should be x0dps01>
The name of the host where the apache web server is installed.

HTTP_PORT
<220n0, where n represents the mode; n = 0 for OPS mode, n = 1 for TS1, n = 2 for TS2>
Port number for the apache web server

TOMCAT_PORT
<220n1, where n represents the mode; n = 0 for OPS mode, n = 1 for TS1, n = 2 for TS2>
Port number for tomcat

JSERV_PORT
<220n2, where n represents the mode; n = 0 for OPS mode, n = 1 for TS1, n = 2 for TS2>
Port number for jserv, which is the plugin that allows apache to communicate with tomcat

SERVER_ADMIN_EMAIL
<enter server admin email address here>
This is used by apache; it is the equivalent of the webmaster email address.

FTP_HOST
<enter full path name of ftp host here; should be x0dps01>
This is the host where the anonymous ftp server for the Data Pool directory runs.

B. Deleted Configuration Parameters

none

C. Registry Patch

                  Not applicable

4.1.3 Complete the Setup for the Data Pool Maintenance GUI:

Instruction
Expected Result

In a separate unix window, 

Login as root to the host where the Data Pool Maintenance GUI is installed (x0dps01). 

cd /usr/ecs/OPS/COTS/www/iplanet/servers/https-<host>_DPL_<mode>/config

mv magnus.conf   magnus.conf.orig

cp /usr/ecs/<mode>/CUSTOM/WWW/DPL/cgi-bin/magnus.conf . 

Note:  An edited version of the standard iPlanet magnus.conf is required so that the Data Pool Maintenance GUI can access the Data Pool database using perl dbi (database interface).   This edited version of magnus.conf is automatically created when mkcfg is run, and is stored at mkcfg time in /usr/ecs/<mode>/CUSTOM/WWW/DPL/cgi-bin.    The instructions above copy this edited version to the iplanet directory.
Edited version of magnus.conf is stored in /usr/ecs/OPS/COTS/www/iplanet/servers/https-<host>_DPL_<mode>/config

(Note:  the last three lines in this edited version of magnus.conf refer to LD_LIBRARY_PATH, SYBASE,  and PATH.)

Return to the Manage Virtual Servers web page (Note:  this is where the instructions above left off), and click on the Manage button beside the instance name. 
Status page is displayed

Click on Apply at the top right of the Status page.
Apply Changes page is displayed.

Click on Load Configuration Files
Success! pop-up appears indicating that the configuration files have been successfully loaded.

Click on OK in pop-up window.
CGI Directory page is displayed.

Click on button at top of page with the name of the instance which was just created.
Server On/Off page is displayed, indicating that the server is On.

Click on Server Off.
Success! pop-up is displayed, indicating that the server has been shut down.

Click on OK in pop-up window.


Click on Server On in Server On/Off page.
Success! pop-up is displayed, indicating that the server has started up.   The server instance will now be using the new version of magnus.conf.

Click on OK in pop-up window.


Exit the iPlanet Web Server 6.0 GUI.


___ a) VERIFICATION:

___ b) Via a web browser, enter the url for the Data Pool Maintenance GUI for <mode>,  using the information from the iPlanet instance which was just configured, i.e., http://<full host domain name>:<port>/DataPool.html.  Verify that the Data Pool GUI home page is displayed.  

4.1.4  Complete and Verify Data Pool Web Access gui  installation

___ a) Template text for the Data Pool Web Access Home Page is installed at /usr/ecs/<mode>/CUSTOM/WWW/DPL/webaccess/daacSpecific.html.  Edit  this file within the html paragraph markers (<p>, </p>) to make the text specific for your DAAC.

___ b) As root, start tomcat COTS by typing /usr/ecs/<mode>/COTS/tomcat/bin/startup.sh
___ c) Tail the tomcat log at /usr/ecs/<mode>/COTS/tomcat/logs/tomcat_log.   Make sure that tomcat is fully up;  wait for messages that indicate that ajp12 and ajp13 connection handlers are running.

___ d) As root, start apache COTS as follows:  cd /usr/ecs/<mode>/COTS/apache/bin   Then type   apachectl start
___ e) Via a web browser, enter the url for the Data Pool Web Access GUI for <mode>, i.e., http://<full path name for x0dps01>:<port>, where <port> is 22000 for OPS, 22010 for TS1, and 22020 for TS2.  (the HTTP_PORT from mkcfg).

___ f) Verify that the Data Pool Web Access home page is displayed.

4.2 ON EACH AMASS HOST:

4.2.1 Configuration:

A.  Configuration Parameters

The following are the configuration parameters for the Data Pool components on each AMASS host.   These configuration parameters will be set at install time using ECS Assist.

Parameter
Recommended Value
Description

Data Pool Quick Server  (EcDlQuickServer):

Site
the DAAC site mnemonic (e.g., EDC, GSF)
the DAAC site mnemonic (e.g., EDC, GSF)

AppLogSize
100000000
Maximum size of application log (in bytes) before the log will clear and restart

AppLogLevel
0
Level of messages in application log (0 represents the highest level of verbosity)

DebugLevel
0
Level of messages in debug log

QS_PORT
< 223n1, where n represents the mode; n = 0 for OPS, n = 1 for TS1, n = 2 for TS2)>
the port number for the Data Pool Quick Server on the AMASS hosts which handles copies from AMASS to the Data Pool

B. Deleted Configuration Parameters

 none

C. Registry Patch

                  Not applicable

D. Set Up AMASS permissions 

Perform the following to set up permissions for the Data Pool Insert components to execute AMASS commands:

___ a) add the cmshared account to the amass group

___ b) change the protections on /usr/amass/scripts and the files in that

directory so that the amass group has read permissions.

___ c) change the group on /filesysdb to amass and make sure that the amass

group has rwx permissions.

___ d) change the group on /filesysdb/* to amass

___ e) change the group on /filesysdb/journal/dbv4jrnl to amass and make

sure that it has group write permission.

___ f) change the group on /dev/rkrw0 to amass and make sure that it has group write permission.

4.3 ON THE xxacgnn HOST:

4.3.1 Database:



PREREQUISITES:

____ a) The Data Pool database has been created.   Reference CCR 01-0972

____ b) The Sybase logins required for the Data Pool have been created.   This was done as part of the 6A05 installation instructions. 

____ c) The Data Pool database has been built.   This was done as part of the Data Pool Release on 2/15/02.   If you have not yet built the Data Pool database, follow the build instructions (A, B, C) below.   If you have already built the Data Pool database, follow the patch instructions (D) below.   (Note: Patch_6A.05_DPL.02, March 2002,  included database patches 6001 and 6002).

A. Build the Data Pool database.

Use the ECS Assistant SubSystem Manager as the cm<MODE> user.

___ a) Select the Mode
___ b) Double Click on the DPL Subsystem

___ c) Double Click on the EcDl Component

___ d) Click Database

___ e) Click DbBuild

___ f) Select the .dbparms file

___ g) Enter the following information in the Configurable Database Parameters Screen

Parameter
Value

SQSSERVER
<name of sybase SQS server>

GROUPNAME
datapool

ENVIRONMENT
DAAC

NOCONFIRMATION
1

INSTALLUSERS
1

___ h)  Fill in the DBO ID, DBO Password, SQL Server Name (xxacgnn_srvr) , and Database Name (DataPool[_<MODE>]).

___ i)  Click OK

NOTE:   The database load may take several hours, because the load process includes population of the Data Pool Dimension tables with static data extracted from information in the Science Data Server database.

B. Bulk Load the DlOrbitPolygons and DlDimensionPolygonXref tables (MISR polygons at EDC, LaRC and PVC only; AMSR and GLAS  polygons at NSIDC only)  

The DlOrbitPolygons table contains static orbit polygon reference data. (NOTE:  This table is similar to the DsMdOrbitPolygons table in the Science Data Server database, and is loaded using a similar script.)  The DlOrbitPolygons table will be bulk loaded from data files located in the. (DsDbOrbitPolygonData for MISR; DsDbAdeosNoseDataAscending, DsDbAdeosNoseDataDescending, DsDbAmsrNoseDataAscending, DsDbAmsrNoseDataDescending for AMSR).

The DlDimensionPolygonXref table contains static cross reference information between theDlOrbitPolygons and DlDimensionSpatial tables.  This table is bulk loaded from the data file DlDimensionPolygonXrefMISR.dat or DlDimensionPolygonXrefAMSR.dat files located in the /usr/ecs/<mode>/CUSTOM/dbms/DPL directory.
The DlOrbitPolygons and DlDimensionXref  tables are loaded by running the DlDbSqsBcpOrbitPolygon script, also located in the /usr/ecs/<mode>/CUSTOM/dbms/DPL directory.   Sybase System Administrator (sa) privileges are required to run the script, because the script runs the SQS BCP executable.

____ a) To run the script (on the host where the Data Pool database package is installed):  
· cd /usr/ecs/<mode>/CUSTOM/dbms/DPL

· DlDbSqsBcpOrbitPolygon

· Enter database name: DataPool[_<mode>]

· Enter sybase user: <dbo id>

· Enter sybase password: <dbo password>

· Enter user sa: <Sybase sa id>

· Enter sa password: <sa password>

· Enter sybase server: <sybase server name where Data Pool database resides>

· Enter sybase SQS server: <sqs server name>

· Enter absolute path for sqsbcp executable: /usr/ecs/OPS/COTS/sqs_322/sqs/bin

(Check to be sure that the sqsbcp executable is in this directory at your site)

· In order to install new data, it may be necessary to delete

· some old data first. Below is a list of instruments that

· currently have orbit polygon data installed.

·   (NOTE:  this list will be blank for the initial database install)

·  Please enter the number of the instrument(s) you wish to delete

· orbit polygon data for. Please separate each number by a space.

· Type 0 to select all instruments or ENTER for none.

·          Your choices, please:   (Hit ENTER)

· Enter path/name of bcp data file (Q to quit): 
For MISR, enter /usr/ecs/<mode>/CUSTOM/dbms/DPL/DsDbOrbitPolygonData 
For AMSR, enter /usr/ecs/<mode>/CUSTOM/dbms/DPL/DsDbAdeosNoseDataAscending, and then continue to enter the remaining 3  path/names (/usr/ecs/<mode>/CUSTOM/dbms/DPL/DsDbAdeosNoseDataDescending, /usr/ecs/<mode>/CUSTOM/dbms/DPL/DsDbAmsrNoseDataAscending, /usr/ecs/<mode>/CUSTOM/dbms/DPL/DsDbAmsrNoseDataDescending) after the preceding file has been bcp'd and the 'Enter path/name of bcp data file (Q to quit)' prompt is repeated.

                                        The bulk copy will now take place.   When it completes, you will be see a 'Done' message, and then  the 'Enter path/name of bcp data file (Q to quit)' prompt.   Type Q to quit.

· Enter path/name of bcp datafile which populates the DlDimensionPolygonXref table (Q to quit):

For MISR, enter /usr/ecs/<mode>/CUSTOM/dbms/DPL/ DlDimensionPolygonXrefMISR.dat

For AMSR, enter /usr/ecs/<mode>/CUSTOM/dbms/DPL/ DlDimensionPolygonXrefAMSR.dat

The bulk copy will now take place.   As it executes, a series of 'Batch Successfully bulk-copied to SQL server…' messages will appear.   NOTE:   This process may take several hours to complete.   When the bulk copy is complete, you will see the following prompt:

· Enter path/name of bcp datafile which populates the DlDimensionPolygonXref table (Q to quit):

Type Q to quit.

C. Verification

___ a) Verify that the Data Pool database has been built:

· isql  -S <server_name>  -U <db_user_name>  -P <db_user_password>

· use DataPool [_<MODE>]

· go

· sp_help

· go

Note the database tables and stored procedures are listed.

· Quit

D.  Apply Database Patches



Two database patches (6003 and 6004) will be applied to the Data Pool database.   Note that Patch_6A.05_DPL.02 included database patches through 6002.

To apply the database patches, perform the following steps :

___ a) Verify the current version of the database being patched.

· isql  -S <server_name>  -U <dbo_user_name>  -P <dbo_user_password>

· use DataPool[_<MODE>]

· go

· select * from EcDbDatabaseVersions where EcDbCurrentVersionFlag="Y"

· go

___ b) Verify that the value of EcDbSchemaVersionId is 6002, and then continue with the database patch:

___ c) From the ECS Assist Subsystem Manager, select the appropriate Mode, double-click on the DPL subsystem, and double-click on the EcDl component from the main window.

___ d) Select "DbPatch" from the "Database" menu.  A "File Selection" window will appear.

___ e) In the "File Selection" window, select .dbparms and select <Ok>.

___ f) Enter the following parameters in the Configurable Database Parameters Dialogue Box

Parameter
VALUE

DBO ID
<DBO id>

Password
<DBO password>

SQL Server Name
xxacgnn_srvr

Database Name
DataPool[_<MODE>]

___ g) Verify that the Patch value is 6004, the SQSServer name is correct, the ENVIRONMENT = DAAC, and NOCONFIRMATION = 1

___ h)  Click OK

The patch process is complete when the 'Awaiting Your Command…" message appears in the Task Execution Feedback dialogue box.

VERIFICATION:

___ a) Review the file EcDlDbPatch.log in /usr/ecs/<MODE>/CUSTOM/logs for any error or warning messages. 

___ b) Verify that the database version identifier is correct:

· isql  -S <server_name>  -U <db_user_name>  -P <db_user_password>

· use DataPool[_<MODE>]

· go

· select * from EcDbDatabaseVersions where EcDbCurrentVersionFlag=”Y”

· go

Verify that the value of EcDbSchemaVersionId is 6004. 

___ c)  

4.4 COMPLETE DATA POOL SETUP:

4.4.1 configure eligibility of Ecs Collections for the Data Pool: (NOTE: Perform this step only if you have not already done so as part of the installation of the data pool release 2/15/02).

___ a) Use the Data Pool Maintenance GUI to configure the eligibility of ECS collections for Data Pool Insert.

___ b) Using a Netscape Browser, enter the url of the Data Pool Maintenance GUI.

___ c) On the Data Pool Maintenance GUI home page, click on the Manage Collection Groups tab.

___ d) On the Manage Collection Groups tab, a table of the default collection groups will be displayed.  Review the content of each collection group per the instructions below, and for each ECS collection in the group, configure whether that collection is eligible for insertion into the Data Pool, and if so, whether the Data Pool will contain metadata only for granules in that collection, or whether the Data Pool will contain both science files and metadata for granules in that collection.   (e.g., L70RF1 is an interim granule which is never inserted into the ECS archive, and therefore should be configured as ineligible for Data Pool Insert.  L70RWRS data is billable, and therefore should be configured as eligible for Data Pool Insert, but with metadata only.)

· Click on a collection group name in the Group ID column.  A new page showing  the list of collections in this collection group will be displayed.

· Click on the Modify Collection link at the bottom of the page.   A new page showing a Modify Collections table will be displayed.

· For each collection on the Modify Collection page, determine whether data of that collection is eligible for insertion in the Data Pool.   By default, each collection is eligible for Data Pool insertion.   This is indicated by a value of  "valid for data pool" in the Data Pool Insertion column.   To make a collection ineligible for Data Pool insert, choose the "invalid for data pool" option in the Data Pool Insertion column, and click on the box to modify the collection in the rightmost column of the table.   You may modify as many collections as you want in this way, before clicking on the Apply Change button at the bottom right of the page.

· For each collection on the Modify Collection page which is "valid for data pool", determine whether both science files and metadata will be stored in the Data Pool for granules of this collection type, or whether only metadata will be stored.  (For example, in the case of Landsat 7 data for which there is a cost, you should choose to store only metadata in the Data Pool.) By default, both science and metadata files will be stored for all granules.   To change the default, choose the "metadata only" option in the Science Granules and/or Metadata column, and click on the box to modify the collection in the rightmost column of the table.   You may modify as many collections as you want in this way, before clicking on the Apply Change button at the bottom right of the page.

4.4.2 ConFigure  Data Pool Configuration parameters:

___ a) Use the Data Pool Maintenance GUI to configure the RunawayCheckFrequency (workaround for NCR ECSed34354)

___ b) Using a Netscape Browser, enter the url of the Data Pool Maintenance GUI.

___ c) On the Data Pool Maintenance GUI home page, click on the Manage Configuration Parameters tab.

___ d) On the Manage Configuration Parameters page, a table of configuration parameters and their default values will be displayed.  Set the RunawayCheckFrequency to the default value + 172800

4.4.3 Start Data Pool Servers:

___ a) For the initial startup, login to x0dps01 as the <server_manager>. Change directory to the /usr/ecs/< MODE>/CUSTOM/utilities directory and start the Data Pool Action Driver using the EcDlActionDriverStart script.

___ b) Login to each AMASS host (e.g., x0drg01, x0drg04, …) as the <server_manager>. Change directory to the /usr/ecs/< MODE>/CUSTOM/utilities directory and start the Data Pool Quick Server using the EcDlQuickServerStart script.

___ c) Configure Whazzup and/or mode startup scripts to monitor and start the Data Pool Action Driver and Data Pool Quick Servers.

VERIFICATION

___ a) Verify that the Data Pool Action Driver and Data Pool Quick Servers stay up for at least one minute.

___ b) Check the Data Pool Action Driver and Data Pool Quick Server logs for any error messages indicating that the startup may have failed.

Workarounds:

N/A

Post-Installation verification:

Notes
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