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1.
Introduction

1.1
Purpose

This document describes the QAMUT which is an operational support tool used for updating the values of the QA flags in the ECS inventory metadata in the Science Data Server database.

1.2
Scope

This document describes the contents of the package delivery for QAMUT. The document identifies the baseline and patch level of the delivery. It also provides an inventory of the delivery, list of fixed NCRs, and special operating instructions where applicable.

Additional information regarding this patch is provided in the CCR 02-0208 delivering the Patch_6A.05_QAMUT.01A software.

1.3 Impact if Not Installed

The QA MUT in its current form cannot perform massive metadata updates without serious contention with other ECS system resources. While performing massive updates it tends to lock the science data server databases to other ECS processes requiring access to the same resources.

1.4
Preconditions

The QA MUT functionality will require installation of Science Data Server database patches that are contained in the same delivery.  It also required that patches 6211 and 6082 be already installed.The patch levels that are included are 6215, 6216, 6217, 6218 and 6219.
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2.
Related Documentation

2.1
ECS Baseline Document

None.

2.2 Vendor Documents
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3.
General Package Description

3.1 General Product

The QA MUT is an operational support tool used for updating the values of the QA flags in the ECS inventory metadata in the Science Data Server database. The QA MUT sets QA values for granules containing one or more measured parameters after they have been assessed by Science Computing Facility (SCF) or DAAC staff to determine their quality. There are three types of metadata QA flags for each measured parameter, namely, Science (SCF), Operational, and Automatic. The QA MUT can be used to update the Science and Operational QA flags and the corresponding explanation fields only. It cannot be used to update the Automatic QA flags, which are set automatically.

HOLD FLAG:

When the QA flag value is set to  "Hold", only privileged NASA users (i.e.users with access right = P) will have access to those granules before the QA Time has expired. However, the granules will be made available to all users after the QA Time has expired. Access table is detailed in Appendix B.

3.2
New/Added Capabilities or Major Fixes
To enhance performance, the QA MUT will be redesigned to run independently of the SDSRV process. The system will directly update the inventory metadata database instead of going through the SDSRV services to update the database.

3.3 Affected Subsystem(s)

SDSRV

3.4
Impacts to other COTS Products

None

3.5
License Impacts

None

3.6 Vendor Known Bugs

None
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4.
Inventory

4.1
Tar File Listing

This tar file contains the following files and directories:

Checksum    Blocksize
   Filename

2595748611    486873    Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_irix65_20020306_151231_Pkg.tar.gz

2909309745    90     
Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_irix65_20020306_151231_Pkg.tar.gz_CKSUM

3023424993    4187  
Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_irix65_20020306_151231_Pkg.tar.gz_LISTING

3522938283    11778    
Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_irix65_20020306_151231_Setup.ksh

1168964019    739011   Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_sun5.5_20020306_151850_Pkg.tar.gz

  40073804      90     
Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_sun5.5_20020306_151850_Pkg.tar.gz_CKSUM

3909513225    13459
Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_sun5.5_20020306_151850_Pkg.tar.gz_LISTING

 356065929     11800    
Patch_6A.05_QAMUT.01A_Mar-6-2002_6A05_sun5.5_20020306_151850_Setup.ksh

4.2 Physical Media

None.

This page intentionally left blank.

5.
Non-Conformance Status

5.1
NCR(s) Included in Release
The following NCRs are listed in ascending order.

NCR Number
Severity
State
Subsystem
Issuing Site
Description
Test Site
Status

33293
2
V
SDSRV
EDF
Permissions change on EcDsQAMUTEmailScript.pl
PVC


33360
2
V
SDSRV
EDF
Space in QAFlags is not allowed
PVC


33447
2
V
SDSRV
EDF
QAMUT ran out of locks during execution
PVC


5.2
Open NCR(s) Against This Release 

The following NCRs are listed in ascending order. 

There are no open NCRs against QAMUT

NCR Number
Severity
State
Subsystem
Issuing Site
Description
Test Site
Status
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6.
Machines Impacted

Site Specific Information Example
Machines Impacted:

Code related to the QA MUT release is installed on all machines as identified in the .sitemap file associated with the Patch_6A.05_QAMUT.01A.

This code is delivered according CCR 02-0208.

Package
EDC
GSFC
LaRC
NSIDC
VATC
PVC

.EcDsSdQAMUT.pkg
e0acg11
g0acg01
l0acg02
n0acg01
t1acg04
p0acg05

.EcDsSdQAMUTEmail.pkg
e0ins01
g0ins01
l0ins01
n0ins01
t1ins01
p0ins02

.EcDsSdDatabase.pkg
e0acs05

e0acs06
g0acs03
l0acs03
n0acs04
t1acs03
p0acs03
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7.
Installation Instructions

7.1
Prerequisites:

Estimated Installation Time: 4 hours for an experienced operator

If you have manually added an index to DsMdGranules table, (LocalGranuleID column), it should be dropped before installation.

Also the Science Data Server database patches that are contained in this delivery should have been installed.

7.2
Uninstall Instructions (COTS Only)

7.3 Installation Instructions

There are two new packages for QAMUT.

    .EcDsSdQAMUT.pkg (SGI only)

    .EcDsSdQAMUTEmail.pkg (SUN only)

    EDC

        .EcDsSdQAMUTEmail.pkg    e0ins01

        .EcDsSdQAMUT.pkg            e0acg11

    GSFC

        .EcDsSdQAMUTEmail.pkg    g0ins01

        .EcDsSdQAMUT.pkg            g0acg01

    LARC

        .EcDsSdQAMUTEmail.pkg    l0mss21

        .EcDsSdQAMUT.pkg            l0acg02

    NSIDC

        .EcDsSdQAMUTEmail.pkg    n0ins01

        .EcDsSdQAMUT.pkg            n0acg01

    PVC

        .EcDsSdQAMUTEmail.pkg    p0ins02

        .EcDsSdQAMUT.pkg            p0acg05

    VATC

        .EcDsSdQAMUTEmail.pkg    t1ins01

        .EcDsSdQAMUT.pkg            t1acg04

Using Ecs Assist's Subsysmgr GUI:

Logon to the host where the package is to be installed.

Select the mode.

Double-Click "DSS"(Subsystem)

Double-Click "EcDsSr"(Component)

Click the "stage install" button and Enter the Stage Location. .e.g.

/net/<staging_host>/codedrop2/6A_05

Click the "install" button. (Ecs Assist is obtaining associated packages)

Select .EcDsSdQAMUT.pkg(SGI only) or .EcDsSdQAMUTEmail.pkg(SUN only).

Click the "OK" button to execute install.

VERIFICATION

    When installation has completed status lights are turned to either

green(ERROR FREE). yellow(WARNINGS) or red(ERRORS).

    Review the install log for any subsystem for which a red icon is displayed

and determine the cause of the installation failure.

    When any install failures have been resolved you may proceed to the

Configuration section.

Using Ecs Assist's EASI wizard:

 a) On any SUN host, activate the ECS Assistant.

 b) Select E.A.S.I.

 c) Select the correct mode.

 d) Enter the staging directory as specified in the Prerequisites(c) above. When

entering the Staging Area, don’t enter a platform directory name. For example,

enter: /net/<staging_host>/codedrop2/6A_05, not

/net/<staging_host/codedrop2/6A_05/SUN. During Installation, E.A.S.I. will choose

the appropriate architecture depending on the machine on which it is installing

custom code. Press: <RETURN>.

e) Click: CUSTOM and then click: Next

 f) Ensure that the Sort by dialogue box has Subsystem selected.

 g) Expand DSS.   Expand EcDsSr.  Then click on .EcDsSrQAMUT.pkg,

.EcDsQAMUTEmail.pkg

h) Click on Next.

i) Click on Install

j) Make sure StagingArea is highlighted.  Click on Next

 k) Verify the correct packages will be installed in the E.A.S.I Installation

Confirmation window..  Then click on Next.

m) Click on Yes in the Final Confirmation window.

n) On the E.A.S.I status.  Click on COMM.

o) After all hosts have been connected.  Click on Install.

VERIFICATION:

     a) The install is complete when all subsystems return to idle status and

buttons to the left of the subsystem names are turned to either green or red.

Note warnings are reported as red and not yellow.

     b) When all subsystems are idle, exit E.A.S.I by clicking on Cancel and then

Exit.

    c) Review the install log for any subsystem for which a red icon is displayed

and determine the cause of the installation failure.

     d) When any install failures have been resolved you may proceed to the

Configuration section.

Database Section
1) Use E.A.S.I. to perform an automated installation of the Science Data Server database package .EcDsSdDatabase.pkg.

2) On the xxacsxx machine, patch the SDSRV database as necessary:

         a.  Identify the current version of the SDSRV database. Run DbPatch from the ECS Assist Subsystem Manager (select DBPatch from the Database menu after having selected the mode, subsystem (DSS), and component (EcDsSr) in the GUI). Edit the patch number with 6.2.19. Three database patches are included in this delivery. They are : 

6217 – ECSed32837 – Granule Deletion

6218 – ECSed33122 – Convert insert triggers in collection level tables to foreign key constraints

6219 – ECSed33447 – QAMUT performance enhancement

Configuration Section

Click the "configuration" button.

A dialog box called "QA MUT Email Sites" will

be displayed.

Click "Configure Email Sites"

In text box:

    "Site"                     Enter Site name.

    "From Addresses:" Enter from addresses delimited by comma that the "Site"

should expect to receive mail from.

    "Reply Addresses:" Enter reply addresses delimited by comma that the "Site"

should expect to send mail to.

    "Notification(Y/N):" Enter Y or N to send reply to reply addresses.

Once configuration of QA MUT email sites has been completed click "OK" button.

General configuration information

EcDsQAMUTMkcfg:

SYB_SQL_SERVER             = <enter sybase server host where Science Data Server Database is located  .e.g f2acg01_srvr>

SYB_DBNAME                    = <enter Science Data Server database name .e.g EcDsScienceDataServer1_TS2>

NUM_RETRYS                     = <enter number of retries.  default value is 5>

SLEEP_SEC                          = <enter number of sleep seconds. default

value is 10>

DAACAddresses                    = <enter daac email addresses delimited by

commas .e.g addr1,addr2,...>

VALIDQAFLAGS                 = Passed,Failed,Being Investigated,Not

Investigated,Inferred Passed,Inferred Failed,Suspect,Hold

MAX_NUM_GRANULES    = <enter maximun number of granules. default value is 100000>

Recommended maximum value is 100,000.  There is no minimum value.

UpdateBatchSize                     = <enter update batch size: default value is

20>

7.4 Custom Code Integration (COTS Only)

N/A

7.5 Interrogation Checkout (COTS Only)

N/A

7.6 Back-Out Instructions

To back out the QAMUT capability, the Science Data Server database will have to be restored to its original state prior to the database installation.  Local backup procedures should be available to retrieve the database in its original state.

The following items must be removed from the APC server (x0acg[01]1):

/usr/ecs/<mode>/CUSTOM/utilities/EcDsQAMUT.pl

/usr/ecs/<mode>/CUSTOM/utilities/EcDsQAMUTBcp.pl

/usr/ecs/<mode>/CUSTOM/utilities/EcDsQAMUTEmailScriptMkcfg

/usr/ecs/<mode>/CUSTOM/utilities/EcDsQAMUTMkcfg

/usr/ecs/<mode>/CUSTOM/utilities/EcDsQAMUTAppMkcfg

The following items must be removed from the interface server (x0ins01):

/usr/ecs/<mode>/CUSTOM/utilities/EcDsSrMkcfg

/usr/ecs/<mode>/CUSTOM/utilities/EcDsQAMUTAppMkcfg

/usr/ecs/<mode>/CUSTOM/utilities/EcDsQAMUTEmailScriptMkcfg
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Appendix A.  Test Verification

A.1
Test Procedures

Integration Plan and Test Procedure

Quality Assessment Metadata Update Tool (QAMUT) Performance Enhancement

Int Test Plan No.: 12533DT
Test Author: Siwei Xu, Sally Jew

Title:
Quality Assessment Metadata Update Tool (QAMUT) Performance Enhancement

CapId / NCR:
12533DT

Objective:
To verify that the QAMUT tool can process update request(s), which based on Granule UR, LocalGranuleId, or ESDT and temporal window.   The update request(s) can be come in as an email or download from a SCF FTP site.   The QAMUT tool is able to update the Science and Operational QA Flag and the corresponding explanation fields.  Upon the completion of the request, the QAMUT tool is able to send an e-mail to the Science Computing Facility (SCF) or DAAC staff when there’s failure in processing the request, and send an email to requester when the request successfully completed only if the e-mail notification option has been set up for the requesting SCF or DAAC.

L4 ID
Verify Method
L4 Text

00010
Test
Reference Ticket CY_6B_01

00020
Test
Reference Ticket CY_6B_01

00030
Test
Reference Ticket CY_6B_01

00040
Test
Reference Ticket CY_6B_01

00045
Test
Reference Ticket CY_6B_01

Input



00060
Test
Reference Ticket CY_6B_01

00065`
Test
Reference Ticket CY_6B_01

00066
Test
Reference Ticket CY_6B_01

00090
Test
Reference Ticket CY_6B_01

00070
Test
Reference Ticket CY_6B_01

00075
Test
Reference Ticket CY_6B_01

00077
Test
Reference Ticket CY_6B_01

00080
Test
Reference Ticket CY_6B_01

00110
Test
Reference Ticket CY_6B_01

00115
Test
Reference Ticket CY_6B_01

00120
Test
Reference Ticket CY_6B_01

00125
Test
Reference Ticket CY_6B_01

Processing



00130
Test
Reference Ticket CY_6B_01

00150
Test
Reference Ticket CY_6B_01

00160
Test
Reference Ticket CY_6B_01

00170
Test
Reference Ticket CY_6B_01

00175
Test
Reference Ticket CY_6B_01

00176
Test
Reference Ticket CY_6B_01

00180
Test
Reference Ticket CY_6B_01

00190
Test
Reference Ticket CY_6B_01

00195
Test
Reference Ticket CY_6B_01

00200
Test
Reference Ticket CY_6B_01

00205
Test
Reference Ticket CY_6B_01

00210
Test
Reference Ticket CY_6B_01

00215
Test
Reference Ticket CY_6B_01

00220
Test
Reference Ticket CY_6B_01

00230
Test
Reference Ticket CY_6B_01

00232
Test
Reference Ticket CY_6B_01

00233
Test
Reference Ticket CY_6B_01

00235
Test
Reference Ticket CY_6B_01

00240
Test
Reference Ticket CY_6B_01

00250
Test
Reference Ticket CY_6B_01

00260
Test
Reference Ticket CY_6B_01

Logging



00280
Test
Reference Ticket CY_6B_01

00290
Test
Reference Ticket CY_6B_01

00300
Test
Reference Ticket CY_6B_01

00310
Test
Reference Ticket CY_6B_01

00320
Test
Reference Ticket CY_6B_01

00330
Test
Reference Ticket CY_6B_01

00340
Test
Reference Ticket CY_6B_01

00350
Test
Reference Ticket CY_6B_01

00360
Test
Reference Ticket CY_6B_01

Performance



00370
Test
Reference Ticket CY_6B_01

00380
Test
Reference Ticket CY_6B_01

Mode



00390
Test
. Reference Ticket CY_6B_01

Ticket ID
Type
Criteria ID
 Criteria Text

CY_6B_01
FC
10
Reference Ticket

CY_6B_01
FC
20
Reference Ticket

CY_6B_01
FC
30
Reference Ticket

CY_6B_01
FC
40
Reference Ticket

CY_6B_01
FC
50
Reference Ticket

CY_6B_01
FC
55
Reference Ticket

CY_6B_01
FC
60
Reference Ticket

CY_6B_01
FC
70
Reference Ticket

CY_6B_01
FC
80
Reference Ticket

CY_6B_01
FC
90
Reference Ticket

CY_6B_01
FC
100
Reference Ticket

CY_6B_01
FC
110
Reference Ticket

CY_6B_01
FC
120
Reference Ticket

CY_6B_01
FC
130
Reference Ticket

CY_6B_01
FC
140
Reference Ticket

CY_6B_01
EC
150
Reference Ticket

CY_6B_01
EC
155
Reference Ticket

CY_6B_01
EC
160
Reference Ticket

CY_6B_01
FC
170
Reference Ticket

CY_6B_01
FC
180 
Reference Ticket

CY_6B_01
EC
190
Reference Ticket

CY_6B_01
PC
200
Reference Ticket






Test Input Data:


Test Output:


Step-By-Step Procedures

Step No.
Input Action / Expected Results
Pass / Fail / Comments

Criteria 10
TEST PROCEDURE 1

This test verifies that QAMUT is able to process a QA update request, which is in the Granule UR address format and it is come in through e-mail, for updating the Science QA flag and explanation with the prompt option.   The test needs to verify the following:

a. The QA flags and explanation fields are updated as requested.

b. An E-mail notification is sent to the configured e-mail address of the requester with copies to a list of DAAC configured e-mail addresses.

c. The e-mail notification contains the correct message and completion status.

d. The log file contains the correct log entries.

e. The QAMUT displays correct run time messages.

f. The QAMUT prompts for operator confirmation before update.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 20
TEST PROCEDURE 2

Repeat test 1 with an update request for updating the Operational flag.  



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which updates the Operational QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 30
TEST PROCEDURE 3

Repeat Test 1 except that the update request is in Local Granule ID (LGIDs) format.  Also, there is no pre-existing log file.   Verify that all items in test 1 are satisfied and a new log file is created.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Local Granule ID, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.

All log files removed.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Check the logs directory to make sure the log file is created.

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 40
TEST PROCEDURE 4

Repeat test 3 except that the update request is for updating Operational QA flag values and the log file is exists. Verify that all items in test 1 are satisfied and the log entries are appended into the existing log file.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Local Granule ID, which updates the Operational QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.

The log file is existed.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:.

Verify the log entries for updating the QA values are appended to the existing log file.

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 50
TEST PROCEDURE 5

This test verifies that QAMUT is able to process a QA update request for 10 or more granules specified by the Granule UR address.  The request file is manulally creted or downloaded from an ACF FTP site and is designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.  



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The e-mail option is set for sent non-retryable failure notification.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Verify no e-mail notification is sent to the requester upon successful completion of run.

Verify e-mail notification is sent to a DAAC configured list of e-mail addresses upon successful completion of run.

Criteria 55
TEST PROCEDURE 6

Repeat test 5 except that the update request contains some non-existent granule UR(s).



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values and contains some non-existent granule UR(s).

The e-mail option is set for sent non-retryable failure notification.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Verify e-mail notification is sent to the requester with appropriate error message..

Verify e-mail notification is sent to a DAAC configured list of e-mail addresses upon failure of run.

Criteria 60
TEST PROCEDURE 7

Repeat test 5 except that the update request is for the Operational QA Flag values.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which designed to update the Operational QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The e-mail option is set for sent non-retryable failure notification.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Verify no e-mail notification is sent to the requester upon successful completion of run.

Verify e-mail notification is sent to a DAAC configured list of e-mail addresses upon successful completion of run.

Criteria 70
TEST PROCEDURE 8

Repeat test 5 with update request is for Local granule Ids.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Local Granule IDs, which designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 80
TEST PROCEDURE 9

Repeat test 8 except the update request is for the Operational QA flag values.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Local Granule IDs, which designed to update the Operational QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 90
TEST PROCEDURE 10

Repeat test 1 except that the update request is for ganules specified by ESDT ShortName, VersionID, and a temporal window.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 100
TEST PROCEDURE 11

Repeat test 10 except that the update request is for updating the Operational QA flag values.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which updates the Operational QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 110
TEST PROCEDURE 12

Repeat test 5 except that the update request is for granules specified by ESDT ShortName, VersionID, and a temporal window.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 120
TEST PROCEDURE 13

Repeat test 12 except the update request is for the Operational QA flag values. 



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which designed to update the Operational QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 130
TEST PROCEDURE 14

Repeat test 12,  except that a no-prompt option is specified when making the QAMUT run.  Verify that the QAMUT tool does not prompt the operator for cofirmation.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE> -noprompt


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file.  The log file should contain the update status for each granule.

Criteria 140
TEST PROCEDURE 15

Repeat test 1,  provide a negative response for confirmation.  Verify that:

a. The QA flags and explanation fields are not updated.

b. No e-mail notification is sent to the requester.

c. The log contains the correct log entries.

d. The QAMUT displays correct run time messages.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “N” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the value of QA flag and explanation field for all granules in the request do not updated.

Verify item b by checking that no e-mail is sent to the requester.

Verify item c by checking the log file.  The log file should contain no update status for each granule.

Criteria 150
TEST PROCEDURE 16

This test verifies that the QAMUT is able to process the update request, which contains an e-mail address from a site not included in the valid SCF or DAAC sites.  Verify that:

a. The request is not processed.

b. The details of the request are logged.

c. An e-mail notification is sent to the requester indicating that the request has been rejected due to authentication failure.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table to make sure nothing is updated.

Verify item b by checking the log file.

Verify item c by checking the email that sent to the requester.

Criteria 155
TEST PROCEDURE 17

Repeat test 16 except that the update request contains ESDT that is not allowed for the requester’s e-mail address.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions: 

An update request in the format of Granule UR address, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail. 

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table to make sure nothing is updated.

Verify item b by checking the log file.

Verify item c by checking the email that sent to the requester.

Criteria 160
TEST PROCEDURE 18

Perform a test similar to test 5 with the update request contains one or more non-existent granule Ids, some granules with invalid measured parameter names, and some with invalid QA flag values.  Verify that:

a. QAMUT displays and logs the error messages for the granules with errors.

b. The QA flags and the explanation fields for all other granules without syntax errors are updated as requested.

c. The e-mail notification to the requester provides specific error messages for the granules that were not updated.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The e-mail option is set for sent non-retryable failure notification.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Copy the update request from an SCF FTP site to the configured local directory, and rename the file, which is in SCF FTP site, with .OLD suffix.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the log file.

Verify item b by checking the value of  Science QA flag in DsMdMeasuredParameter table for all granules without syntax errors.

Verify item c by checking the e-mail, which sends to the requester.

Criteria 170
TEST PROCEDURE 19

Run QAMUT in two different modes, verify that each of the QAMUT processes the update request as specified.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of Granule UR address, which designed to update the Science QA flags of the individual measured parameters, each with a different set of QA flag and explanation values.

The update request needs to copy to both mode.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Start QAMUT

 EcDsQAMUT.pl <MODE> -noprompt –file <update request file>


2
Start QAMUT in a different mode

EcDsQAMUT.pl <MODE> -noprompt –file <update request file>






Data Reduction and Analysis Steps:

Verify that both update requests are running successfully and update of the QA flag value against the correct database.

Criteria 180
TEST PROCEDURE 20

Run a test similar to test 10 with an update request that the number of granules to be updated will exceed the configured maximum threshold.  Upon warning by the QAMUT, the operator will still go ahead with the update.  Verify that:

a. The QAMUT displays a warning message and prompts the operator for confirmation.

b. Upon operator confirmation to go ahead with the update, the QAMUT performs the updates as requested..



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.  This request file will update the number of granules which will exceed the maximum threshold configured.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE> 


3
The QAMUT tool will display a list of granules which will get updated on the screen, an warning message, the number of the granules which will get updated is exceed the configured maximum threshold, and ask the operator for confirmation.


4
Type “Y” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item a by checking the DsMdMeasuredParameter table for all granules in the request.

Verify item b by checking whether the e-mail is sent.

Verify item c by checking the content of the e-mail, which send to the requester.

Verify item d by checking the log file. 

Criteria 190 
TEST PROCEDURE 21

Repeat test 10 except that the operator will terminate the update request.  

Verify that:

a. The QAMUT displays a warning message and prompts the operator for confirmation.

b. Upon operator’s negative response, the QAMUT will terminate.

c. The QA flags and explanation fields are not updated.

d. An e-mail notification is sent to the requester with copies to a list of configured e-mail addresses providing reason for failure.

e. The log contains the correct log entries.

The QAMUT displays correct run time messages.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field, has sent through e-mail.  This request file will update the number of granules which will exceed the maximum threshold configured.

E-mail server is running.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Save the attachment from the e-mail to a file in the configured local directory.


2
Start QAMUT

      EcDsQAMUT.pl <MODE>


3
The QAMUT tool will display a list of granules which will get updated on the screen, an warning message, the number of the granules which will get updated is exceed the configured maximum threshold, and ask the operator for confirmation.


4
Type “N” to confirm the update request.


Data Reduction and Analysis Steps:

Verify item b that the QAMUT tool is terminated the processing.

Verify item c by checking the DsMdMeasusredParameter table to make sure nothing gets updated.

Verify item d that e-mail notification sends to requester and copies to a list of configured e-mail addresses with reason of the failure.

Verify item e by checking the log file.

Criteria  
TEST PROCEDURE 22

This test verifies that the QAMUT will send an e-mail notification to the requester when processing an update request, which contains invalid format.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field.  The file is not in tab delimit format.

The e-mail option sets such that notification is sent only upon non-retryable failure.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Start QAMUT

      EcDsQAMUT.pl <MODE> -noprompt –file < update request filename>










Data Reduction and Analysis Steps:

Verify that the QAMUT tool will terminate and an e-mail sends to the requester.

Criteria 
TEST PROCEDURE 23

This test verifies that the QAMUT is able to process multiple files in the local directory based on the time stamp on the file.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

The local directory should contain two update request files with different time stamp.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Start QAMUT 

EcDsQAMUT.pl <MODE> -noprompt


2



3







Data Reduction and Analysis Steps:

The QAMUT tool process both files.  Verify that the value of Science QA flag and explanation field of all granules in these two requests are updated by checking the DsMdMeasuredParameter table.

Criteria  
TEST PROCEDURE 24

This test verifies that the QAMUT will send an e-mail notification to the requester when processing an update request, which contains invalid temporal range.



Assumptions:  <list any assumptions regarding the test environment here – e.g. , COTS dependencies, baseline dependencies, etc.>



Pre-Conditions:  

An update request in the format of ESDT ShortName, VersionID, and temporal window, which updates the Science QA flag values of all measured parameters with one set of QA flag and explanation field.  The file contains invalid temporal range for some ESDT.

The e-mail option sets such that notification is sent only upon non-retryable failure.

The SDSRV database is running.



Test Steps:  <list all test steps and expected results here>


1
Start QAMUT

      EcDsQAMUT.pl <MODE> -noprompt –file < update request filename>










Data Reduction and Analysis Steps:

Verify that the QAMUT tool will terminate and an e-mail sends to the requester.

Regression Tests:  <list standard lab regression tests which should be run to verify that code modifications made to support this capability, COTS change, or NCR fix have not broken existing functionality – e.g., run ASTER regression, run L7 insert and acquire, place and trigger subscription, install ESDT, etc.)

A.2
Test Report

QAMUT was tested in the PVC OPS mode using 6A.06_Prelim.07 and QAMUT.01A code.  We tested the Performance Criterion (PC200) from the QAMUT ticket.  This criterion involved performing Metadata Updates by ESDT and LGID while a background load was ongoing.

We ran a test March 6 – 7, 2002, while running the GSFC 24H scenario in the OPS mode.  During this test, we updated 75716 (159351) granules and 801109 (1595278) associated parameters in 7 Hours, 38 Minutes (13H, 25M).  The criterion was to update 115,000 granules and 690,000 parameters in 24 hours.

A.3
Evaluation Package

N/A

Appendix B. QAMUT Utility 

B.1
QAMUT Utility

The QAMUT is an operational support tool used for updating the values of the QA flags in the ECS inventory metadata in the Science Data Server database.  The QAMUT sets the QA values for data granules containing one or more measured parameters after they have been assessed by the Science Computing Facility (SCF) or DAAC staff regarding their quality.  The QAMUT can be used to update the Science and Operational QA flags and the corresponding explanation fields only.

The utility can be run on the command line in two ways, one of which takes in a file name as a parameter and the other doesn’t. Both allow or suppress prompts and detailed information to be displayed on the screen for the operator.  Both allow the operator to choose either to continue or to exit when non retryable errors occurred.

The QAMUT Utility connects to the SDSRV database and does the updates directly from the Perl driver.

There are three scripts to the QAMUT utility:  EcDsQAMUT.pl, EcDsQAMUTBcp.pl and EcDsQAMUTEmailScript.pl.

EcDsQAMUT.pl is the main script that does the update. See 1.0.1 on how to run the program.

EcDsQAMUTBcp.pl is an assistant script that helps the DAAC to load the Site information and the related ESDTs the site is allowed to update to the DsQAMUTESDTSite table in sdsrv database. This has to be done before EcDsQAMUT can process any update requests. See 1.0.6 on how to run it.

EcDsQAMUTEmailScript.pl is generated by EcDsQAMUTEmailScriptMkcfg. It’s used to direct the email QAMUT update requests to the proper request directories. See 1.0.3 on how to set up email aliases to redirect email requests.

B.1.1
Using the QAMUT Utility

The QAMUT Utility is started by entering the following command:

>  EcDsQAMUT.pl  <command line parameters> 
There are various command line parameters that are used in combination with each other.  Table B.1.1-1 provides a description of these parameters.

Table B.1.1-1.  Command Line Parameters of the Granule Update Utility

Parameter Name
Description

<mode>
A mandatory parameter specifying which mode the utility will be running against. It has to be the first argument on the command line.

-noprompt
Directs the utility to run with no confirmation prompts . This also suppresses any information output to the screen about granules as they are updated. 

-file <filename>
An input parameter that specifies the file to be used to input granule data to the utility. <filename> is the name of a file containing a list of granules to be updated by the utility. 

-noexitonerr
Directs the utility to continue when non retryable error occurred when a specific line in the request is processed.  Non retryable errors include: a. invalid QA flags. b No granules found for the given parameters(Could be wrong ShortName, VersionID, dbID, LGID, Temporal range or ParameterName.)  When not set, QAMUT utility exits the request when either one of the non retryable errors first occurs.

Input parameters after <MODE> are optional. If you don’t specify anything, default setting allows QAMUT to process the files in the configurable QAMUTRequestDir directory with prompt and exit request on the first occurrence of non retryable error.

B.1.2
QAMUT Utility Commands

The QAMUT Utility provides the following 8 granule update options. Within each option, the order of the command line arguments can be switched except that the MODE has to be the first argument and the filename has to follow –file.

1. EcDsQAMUT.pl <MODE> Process all the request files from the QAMUTRequestDir directory, displays detailed information to the operator about granules as they are updated. The operator is also asked for confirmation before the update.  Utility exits the request when the first non retryable error occurs in that request.

2. EcDsQAMUT.pl <MODE> -noprompt  Same as 1 except that it does not display detailed information to the operator and the operator is not asked for confirmation before the update. 

3. EcDsQAMUT.pl <MODE> -noexitonerr Same as 1 except that the utility continues processing the request when non retryable error occurs in that request.

4. EcDsQAMUT.pl <MODE> -noprompt -noexitonerr Same as 2 and 3 combined.

5. EcDsQAMUT.pl <MODE> -file <filename>  Same as 1 except that it only processes one file from the command line.

6. EcDsQAMUT.pl <MODE> -file <filename> -noprompt Same as 2 except that it only processes one file from the command line.

7. EcDsQAMUT.pl <MODE> -file <filename> -noexitonerr Same as 3 except that it only processes one file from the command line.

8. EcDsQAMUT.pl <MODE> -file <filename>  -noprompt –noexitonerr Same as 6 and 7 combined.

B.1.3
Required Operating Environment

The QAMUT Utility will run on both Sun and SGI UNIX platforms.

EcDsQAMUTEmailScript.pl will reside on the central mail servers while the rest of the QAMUT will reside on the Science Data Server Database boxes.  The directories containing the email script output (/usr/ecs/<mode>/CUSTOM/data/DSS/QAMUT/ and subdirectories) will be created on the Science Data Server Database boxes and NFS mounted on the central mail servers.  Email aliases need to be set up to direct email QAMUT update request to the email script that parses the request and moves it to the proper request directory.

The following is how to set up email aliases on the central mail servers:

We need to have one email alias for each mode:

qamut_<MODE>: “| /usr/ecs/<MODE>/CUSTOM/utilities/EcDsQAMUTEmailScript.pl”

B.1.4
Interfaces and Data Types

Table B.1.4-1 lists the supporting products that this tool depends upon in order to function properly.

Table B.1.4-1.  Interface Protocols

Product Dependency
Protocols Used
Comments

SDSRV  database
SQL
Via SQL server machines

Perl DBI
DBD::Sybase
Requires proper install of Perl 5.005

B.1.5
Input File Format

FileName

The input file name has to follow the following format depending on MODE, SCF site where the request is from and when the request is generated:

<MODE>_<SCFSite>_QAUPDATE.<year><month><day><hour><minute><second>

The following example shows the filename from LDOPE for OPS mode at 12:20:30 on Feb. 28, 2001.

OPS_LDOPE_QAUPDATE.20010228122030

Note: All the files in the request directory will be processed alphabetically by file name. This guarantees that all the requests coming from the same site will be processed in the right order. 

When DAAC operator copies files from MODE dependent FTP site to MODE dependent QAMUTRequstDir directory, he or she needs to copy all the files with filenames starting with that particular MODE. This way, we can minimize the risk of processing requests intended for a different MODE. QAMUT also double checks the file name it processes in regard to the MODE.

In the situation when the email is used to send request, a file that follows the same naming convention should be created and attached to the email. Requests for different MODEs should be sent to different email aliases at each DAAC.  EcDsQAMUTEmailScript.pl checks if the attachment file exists and if the file name follows the naming convention. If failed, the email script sends an email back to the requester indicating error, otherwise it saves the email in the MODE dependent QAMUTRequestDir directory using the same file name as the attachement file. 

Note:  We cannot guarantee that email requests can arrive in sequence according to the time they are produced.  Therefore, if SCF needs to update the same granule(s) again for some reason, it needs to contact the DAAC operator to make sure that the previous requests for the same granule(s) have been finished.

Request Header

For requests from FTP sites, the header contains one line indicating which site this request is from:

From <SCFSite><return>

Example:

From LDOPE

For requests sent through emails, the headers are automatically generated, standard email headers.

Request Body

For requests based on  LGID:

    begin QAMetadataUpdate {Science | Operational} LGID

    <ShortName><tab><VersionID><tab><LGID><tab><measured parameter     

    name/ALL><tab>< QA flag value><tab>< QA flag explanation value><return>

    ……repeat for each LGID

    end QAMetadataUpdate

For requests based on  GranuleUR:

    begin QAMetadataUpdate {Science | Operational} GranuleUR

    <ShortName><tab><VersionID><tab><GranuleUR><tab><measured parameter     

    name/ALL><tab>< QA flag value><tab>< QA flag explanation value><return>

    ……repeat for each GranuleUR

    end QAMetadataUpdate

For requests based on ESDT  and temporal range:

    Begin QAMetadataUpdate {Science | Operational} ESDT

    <ShortName><tab><VersionID><tab><range beginning date><tab><range ending  

    date><tab><measured parameter name/ALL > <tab><QA flag value><tab><QA flag 

    explanation value><return>

    ……repeat for each ESDT

    end QAMetadataUpdate

B.1.6
Configuration File Format

There are two configuration files. One is used by DAAC operator and the other is used by both EcDsQAMUT.pl  and EcDsQAMUTBcp.pl.

The one used by the DAAC operator contains the mapping of ESDT names and SCF sites. It is actually a configurable data file. The DAAC operator needs to create and maintain this file if he or she chooses to populate DsQAMUTESDTSite table using EcDsQAMUTBcp.pl.  

The configuration file used by DAAC operator needs to have the following format:
<ESDTShortName><tab><SITEName>

…repeat for each SCF site and all the ESDTs it can update.

No blank line is allowed in the file.

Example:

AST_L1BT
onesite

AST_L1BT
onesite

AST_04
anothersite

After the DAAC operator creates the file, he or she can run EcDsQAMUTBcp.pl on the command line:

>EcDsQAMUTBcp.pl <MODE> filename

This will replace the contents in DsQAMUTESDTSite table with the content in the file. The old content in DsQAMUTESDTSite table before running the script is saved in DsQAMUTESDTSite.out in /usr/ecs/<MODE>/CUSTOM/data/DSS/QAMUT/QAMUTUndo directory. 

The configuration file used by QAMUT is called EcDsQAMUT.CFG. It contains details about how to connect to the Sybase database as well as DAAC specific information.  Without this file, the utility cannot run.  The config file must be a single-entry plain text ASCII file, which has the following format:

SYB_USER = <string>

SYB_SQL_SERVER = <string>

SYB_DBNAME = <string>

SYB_PASSWD = <string>

NUM_RETRIES = <integer>

SLEEP_SEC = <integer>

QAMUTRequestDir = <string>

QAMUTCompleteRequestDir = <string>

QAMUTErrRequestDir = <string>

QAMUTUndoRequestDir = <string>

MAILX = <string>

<SCFSite>_FromAddresses = <string1,string2,string3…>

…repeat for each site

<SCFSite>_ReplyAddress=<string>

…repeat for each site

DAACAddresses=<string1,string2,string3)

<SCFSite>_Notification={Y|N}

…repeat for each site

VALIDQAFLAG = <string> value1,value2,value3,value4,value5,value6,value7,value8

MAX_NUM_GRANULES = <integer>

UpdateBatchSite = <integer>

Breakdown of the individual parameters:

Parameter Name
Description

SYB_USER
The user name for the Sybase connection.

SYB_SQL_SERVER
The name of the SQL sever for this Sybase connection.

SYB_DBNAME
The name of the database you intend to connect to

SYB_PASSWD
Program ID used to get Sybase password through a decryption program called EcDsDcrp.

NUM_RETRIES
The maximum number of times the utility will try to connect to the database or retry deadlock . The recommended default is 5.

SLEEP_SEC
The number of seconds the utility will wait (‘sleep’) between connect. Recommended default is 10.

QAMUTRequestDir
The directory where all the QAMUT update request files reside

QAMUTCompleteRequestDir
The directory where all the completed QAMUT update request files reside.

QAMUTErrRequestDir
The directory where all the QAMUT update requests with non retryable errors reside

QAMUTUndoRequestDir
The directory where all the information required to undo each request is stored in the same filename as the original request.  If a request is run multiple times due to recoverable errors, there will be multiple

MAILX
The command including the full path for “mailx”

<SCFSite>_FromAddresses
Each SCF site can have multiple From email addresses separated by “,”. These email address are used for authentication as well as email addresses for QAMUT to send notification back

<SCFSite>_ReplyAddress
Each SCF site can have 0 to 1 Reply-To address. Enter nothing after the “=” sign if the site doesn’t have any Reply-To address. This address is used for email notification.

Parameter Name
Description

DAACAddresses
A list of internal DAAC e-mail addresses separated by “,” to which email notification are Copied upon completion of a QA update run. The completion means finishes without retryable errors--internal errors in the DAAC.

<SCFSite>_Notification
Email notifications are sent in the following situations:

1. Authentication failure.

2. ESDT update not allowed.

3. Format errors of the request

4. Non retriable errors in the request and no retriable errors occurred (QAMUT reprocesses the request until it overcomes all the retriable errors before notifying the requester of the non retriable errors)

5. Successful completion. This is when the Notification option makes the difference. If “Y”, a notification will be sent upon successful completion, otherwise no notification will be sent.  

VALIDQAFLAGs
Contains 8 valid values separated by “,”

MAX_NUM_GRANULES
Contains the DAAC configurable maximum threshold

UpdateBatchSize
The number of granules the utility will update in a batch.

The following is an example of the EcDsQAMUT.CFG

SYB_USER=EcDsQAMUT

SYB_SQL_SERVER=f2acg01_srvr

SYB_DBNAME=EcDsDb_Proto

SYB_PASSWD=4000020

NUM_RETRYS=5

SLEEP_SEC=10

QAMUTRequestDir=/usr/ecs/sxu/CUSTOM/data/DSS/QAMUT/QAMUTRequest

QAMUTCompleteRequestDir=/usr/ecs/sxu/CUSTOM/data/DSS/QAMUT/QAMUTComplete

QAMUTErrRequestDir=/usr/ecs/sxu/CUSTOM/data/DSS/QAMUT/QAMUTErr

QAMUTUndoRequestDir=/usr/ecs/sxu/CUSTOM/data/DSS/QAMUT/QAMUTUndo

MAILX=/usr/bin/mailx

LDOPE_FromAddresses=sxu@eos.hitc.com,pmacharr@eos.hitc.com

mysite_FromAddresses=sxu123@yahoo.com

#Reply-To address is optional

LDOPE_ReplyAddress=

mysite_ReplyAddress=sxu@eos.hitc.com

DAACAddresses=sxu@eos.hitc.com,pmacharr@eos.hitc.com

LDOPE_Notification=N

mysite_Notification=Y

VALIDQAFLAGS=Passed,Failed,Being Investigated,Not Investigated,Inferred Passed,Inferred Failed,Suspect,Hold

MAX_NUM_GRANULES=1000

UpdateBatchSize=20

B.1.7
Special Constraints

The QAMUT Utility runs only if the sdsrv database is available and sybase server is running. It also assumes the request files are present in the designated mode dependent ftp directories and an email alias is set up for each mode.

B.1.8
Outputs

Output of update events and errors will be always appended to a single log file.  If specified as an option, a confirmation prompt will be displayed to the screen.

B.1.9
Event and Error Messages

In any “prompt” options(default), confirmation messages are displayed to the operator, as well as information of granules affected. In any ‘noprompt’ options, all the prompts and screen displays are suppressed. All the error messages are written in the log file except for command line syntax errors which are displayed on the screen for both the ‘noprompt’ and “prompt” options.

B.1.10
Access table for "HOLD" flag

The access rules based on the following decision tables have been approved by the Government and is detailed in the ticket :

ScienceQualityFlag
T < QA time
T >= QA time

Null
PRN
PRN

Passed
PRN
PRN

Failed
PRN
PRN

Being Investigated
PRN
PRN

Not Investigated
PRN
PRN

Inferred Passed
PRN
PRN

Inferred Failed
PRN
PRN

Suspect
PRN
PRN

Hold
P
PRN

OperationalQuality Flag
T <= QA time
T > QA time

Null
PRN
PRN

Passed
PRN
PRN

Failed
PRN
PRN

Being Investigated
PRN
PRN

Not Investigated
PRN
PRN

Inferred Passed
PRN
PRN

Inferred Failed
PRN
PRN

Suspect
PRN
PRN

NOTE: The most restrictive visibility derived from the two tables applies. That is, a permission value is retained only if a permission value is found in all tables.

For example: 

If ScienceQualityFlag = Null (permission ‘P’) and OperationalQualityFlag = ‘Passed’ (permission ‘PRN’), then the only permission remaining is ‘P’.

Suggestion: Given the above table, a matrix specifying for each granule in the DSS, the expected outcome of the access attempt for each type of user could be prepared.  The test would then merely consist of systematically attempting the access against all granules under various user Ids and verifying that in each case, the result matches the expectation.

