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Patch Name/ID: 

        Patch_6A.05_PDPS.01A
Delivery Date:

3/1/02
Assigned Engineer:

Aleta L. Wilson / Linda Vaughn:

Included NCRs: ECSed32896,  ECSed33035,  ECSed31875, ECSed32542, ECSed32668, ECSed23092
FOOTPRINT: (Size and type of patch: affected subsystems /capabilities,etc.)    PLS, DPS

Ops Concept(s): 

Routine Processing of any PGE will demonstrate that after the Planning Workbench GUI is brought up, the operator is able to generate subsequent Data Processing Requests (DPRs), schedule and activate those DPRs without bringing the PLWB GUI down by clicking the refresh button.  

If a Universal Reference for a PGE has a NULL or invalid value, the PLWB should not allow the operator to schedule those Production Requests.

DPS Garbage collection should be more efficient. Since the granule space is an estimated amount determined by the PlDataGranule::GranuleSize, by the time granules are selected for deletion the true size is known. The true size is usually less than the estimated size which is what's cleaned off the disk and is less then the intended amount to be cleaned.  Garbage collection should remove all files that are eligible for deletion. However, it may take a long time. The DeletionServer client program shoul be used to initiate garbage collection.

Failed input granule notifications should be retried for a configurable amount of times prior to being removed from the PDPS database so that DPRs that are in a “CQ_HOLD” status (waiting for data to be ingested) in the PDPS database still process whenever an error occurs.

DPRs that have previously staged granules on another disk should not fail during preprocessing.  The old allocation information about the granule location should replaced with updated information from the new process taking over staging.

The Mkcfg scripts that generate the save (EcPlDbSave) and reset(EcPlDbReset) PDPS database scripts should not work unless the operator provides all of the required parameters (i.e. – EcPlDbResetMkcfg  <MODE> <DB_SERVER>).  If the operator fails to provide the necessary parameters, the scripts should abort, specifying the correct usage.

Requirements: Modes/Environment/Tools: TS2, OPS  6A.05+, 6A.06, SSI&T, Autosys

Requirements: Data:  MODIS, ASTER

Requirements:  Point(s) of Contact:

Doug Sims, C. Pradeep, Deborah Hall
Requirements:   Personnel Needed to Execute Tests: PDPS & Ingest Test Engineers

Estimated Time to Complete: (Including Preparation Time)                DAYS              5      HRS  

Inputs/Actions:
Outputs/Expected results:
Comments:

Test 1

Aster Routine Processing

· Register PGEs (ACT, ETS)

· Insert static and dynamic granules via SSI&T

· Do Not insert PGE tar file. 

· Check the exeTarUR field in the PlResourceRequirement table. The UR will be NULL

· Generate DPRs via PREditor

· Schedule Plan via PLWB*
*The operator should not be able to schedule the DPR because the PGE tar file has not been archived and made available.
NCR: 23092

.



Test 2

Aster Routine Processing

· Register PGEs (ACT, ETS, BTS)

· Insert PGE Tar Files

· Insert static and dynamic granules via SSI&T

· Generate DPRs for ACT & BTS via PREditor

· Schedule & Activate Plan for ACT & BTS

· Leave PLWB up and generate another DPR for ETS via PREditor

· Schedule & Activate Plan for ETS*

· Monitor Jobs in Autosys
*The operator should be able to click the refresh button to review, schedule & activate new production request w/o bringing PLWB down.


NCR: 31875



Inputs/Actions:
Outputs/Expected results:
Comments:

Test 3
Test Database Scripts

· Run the Mkcfg scripts for Resetting the PDPS Database and Saving the Database using the /usr/ecs/<MODE>/utilities/EcPlDbResetMkcfg and /usr/ecs/<MODE>/utilities/EcPlDbSaveMkcfg

without specifying the <MODE> or <Dbserver> as a parameter


Neither script should run without specifying the correct usage.  Both scripts should only run when the two parameters (Mode, Dbserver) are provided on the command line.


NCR: 32668



Test 4A
GSFC Regression Test

· Reset the Database to the GSFC_24_HR_FORMAL_RUN 

· Bring up the PLWB, schedule and activate the jobs.  

· Ingest the required data

· Monitor the Subscription Manager Logs on the Planning Server.

· Monitor jobs in Autosys.

· Bounce the Science Data Server while the SubMgr is processing an input granule notification.

· Check the number of retries in the PlNotification table for that granule.

Test 4B
· Monitor the science processor disk usage.  When the disk is within 10% of being full, decrease the partitionSize in the PlRscDiskPartition table to the size needed by the current plan + 400,000MB.  The way to determine this number is to:

select sum(granuleSize) from PlDataGranule where granuleId in (select distinct granuleId from PlDprData) 
Use DeletionServer client program to initiate garbage collection.

Test 4C
· Monitor Autosys for Failed preprocessing jobs. 

· Check logs
Database is reset and contains Plan with DPRs already exploded.

Jobs should go on CQ_HOLD.

Should see receipt of subscription notifications being processed as data becomes available in the SDSRV.

The failed notification should be retried the configurable amount of times specified in the cfg file prior to being removed from the PDPS database. Also, an error message should be written to the SubMgr.ALOG file.

Garbage collection should remove all files that are eligible for deletion.

.

Jobs should not be failing if the input granules are not on the PDPS disk initially identified in the PDPS database.  If a granule was previously staged on another disk, the old allocation information should removed and the local machine is supposed to be checked for the path.
NCR: 32896

NCR: 33035 

NCR: 32542

Attachments (Messages/Status/Screen Snapshots/Artifacts):   
NCR List

Test Report



NCRs Delivered with Patch 6A.05_PDPS_01A

ECSed33044 –(C) ASTER OnDemand NonStandard L1B orders failing

ECSed32896 –(V) Granule insert notifications discarded if error received

ECSed33035 –(V) DPS Garbage Collection Not Cleaning off Enough Space

ECSed31875 –(V) OPS:5b.07:PDPS:Planning Workbench GUI does not have a refresh button

ECSed32542 –(V) Input granules problem

ECSed32668 –(V) EcPlDbResetMkcfg and EcPlDbSaveMkcfg – Usage should be specified

ECSed33387 –(C) GSFC/SMC: PM1 attitudedependency on ephemeris too restrict

ECSed33594 –(V) PM-1 DPREP change in PMCOGBAD mnemonics

ECSed23092 –(V) PRE needs to check for null PGE UR before planning DPRs for PGE

TEST REPORT

Patch Name/ID: 

Patch_6A.05_PDPS.01A
Report Date:

3/13/02
Assigned Engineer:

Aleta Wilson / Linda Vaughn:

Test 1

Aster Routine Processing
Results:
*The operator was not able to schedule the DPR because the PGE tar file had not been archived and made available.

ECSed23092 –(V) PRE needs to check for null PGE UR before planning DPRs for PGE

STATUS:   Test 1 completed successfully.  NCR has been verified in xddts.

Test 2

Aster Routine Processing


Results:

*The operator was able to click the refresh button. The plan was scheduled & activated w/o bringing the PLWB down.

ECSed31875 –(V) OPS:5b.07:PDPS:Planning Workbench GUI does not have a refresh button.

STATUS:  Test 2 completed successfully.  NCR has been verified in xddts.

Test 3
Test Database Scripts


Results: 
The scripts were not generated without specifying all of the parameters.  



ECSed32668 –(V) EcPlDbResetMkcfg and EcPlDbSaveMkcfg – Usage should be specified.

STATUS:  Test 3 completed successfully.  NCR has been verified in xddts.

Test 4
GSFC Regression Test
Results:

Test 4A

NCR 32896 - During the 24hr GSFC Perfomance test, the science data server cored dumped.  The notifications were not discarded. Processing of the notifications completed successfully.

Test 4B

NCR 33035 - Garbage collection  removed all files that were eligible for deletion when the DeletionServer Client program was executed.

Test 4C

NCR 32542 – No inconsistencies were found between the database and the disk.  

ECSed32896 –(V) Granule insert notifications discarded if error received 

ECSed33035 –(V) DPS Garbage Collection Not Cleaning off Enough Space

ECSed32542 –(V) Input granules problem

STATUS:  Test 4A, 4B & 4C completed successfully.  NCRs have been verified in xddts.
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