1. RELEASE NOTES – Operational and Maintenance Changes

1. RELEASE NOTES – Operational and Maintenance Changes (continued)
DRAFT

Tar Files:

This delivery consists of 5 tar files: 2 for SUN, 2 for IRIX65 and 1 for TOOLKIT.  The only TOOLKIT changes are Firewall related and the scripts that were delivered with the Firewall patch are really all you need.  We are only including a TOOLKIT delivery in case of rollback.  There will be a SUN and an IRIX tar file from the 6A04 baseline which contains the formerly delivered subsystems (CLS, CSS, DMS, DSS, DPS, INS, IOS, MSS, and OSS) and a SUN and IRIX tar file from the 6A05 baseline which delivers the new SSS (Spatial Subscription Server) Subsystem.  The PSR for SSS that was held on December 20, 2001 authorized the release of the SSS, but this delivery contains the code.  Since this delivery there was a correction made to SSS so there will be follow-up TE (Patch_6A.04_BLA.01_SSSfix) which should be installed before you use the new Spatial Subscription Server.  (See NCR 33040.)

Major Updates and NCRs Delivered:

The following summarizes the major updates to the 6A.04 baseline as a result of this release.

CLS:

1. Update of ODFRM to include Polar Clouds

CSS/IDG

1.  New EcCoEpMgr delivered to support Synergy before 6A.05 is installed

2. Ability to trigger subscriptions with Gl Parameter List greater than 32 K

DBDM:

1.  Automatically update the permissions of the logins after installation for all subsystems

DMS:

1. Clean up DmV0ToEcsGateway coredumps (more to come in 6A.05)

2. Clean up of DmV0TOEcsGateway memory growth (There will be much more cleanup in 6A.05)

3. Pass of Maximum Granule Limit to End Users (includes a SDSRV fix)

4. Maintenance Tool Export of Valids fixes

5. Landsat 7 Floating Scene pricing

6. Day/Night Flag fixes

7. Search by Granule ID

DSS/DDIST:

1.  Removal of Passwords in DDIST logs

2. Thread Pools ( Way to easily throttle distribution FtpPush Request)

3. Destination for Failed/Cancelled Distribution Notices is now configurable

DSS/SDSRV:

1. Use of Landsat 7 Scene Quality Flags (also includes Ingest, Descriptor, and DLL updates)

2. New GLAS NOSE data (for MOSS testing

3. SCLI now allows FtpPull as well as FtpPush (Needed for Spatial Subscription Server)

4. Changes in Landsat 7 Floating Scene calculation (new algorithm)

5. Speed up of Granule Deletion

DSS/STMGT:

1.  Firewall code now works for FtpPushes through a firewall

2. GR Cleanup is now in done by the EcDsStRequestManager (cron job should be removed after installation and setup)

3. Tunneling is now available through as longs as the physical firewall is not in place. (Includes Ingest fixes)  This has now been overcome by events and tunneling will be done a different way, but the configuration must still be done.

4. Many store procedure and code changes to cleanup problems with suspended requests

5. Better Cache synchronization 

INGEST:

1. Fixes for Intermittent InitErr

2. Better warm start fault recovery

3. Ability to poll and send Pans through a firewall

4. PAN/DAN messages generation time is now GMT vice local time

5. New Landsat 7 Polling Providers (Database update only)

6. Use of SceneQuality Flags during ingest (also see SDSRV)

7. Fixes for ReqMgr and Polling cores

MSS (EcsAssist and EcCoScriptlib):

8. Check for multiple servers running

9. Delivery of new EcEcDbViewer

10. Installation of new SSS

11. Installation of new port numbers used for tunneling. (See above.)

PDPS:

12. Job Management and Subscription Manager fixes

13. ODMGR fixes and updates

14. Added Start temperature for PDPS servers (for LARC DUE)

15. PDPS now picks up the correct version of PGEs

16. Distribution of On Demand orders is now asynchronous (speeds up process)

17. New perl script for restarting failed jobs in AutoSys (EcDpPrRestartFailedJob)  See the EcDpPrRestartFailedJobs README file in the /usr/ecs/<MODE>/CUSTOM/utilities directory after installation.

SSS:

A new ECS capability is being delivered with this release.   It is the Spatial Subscription Server (SSS), which will replace the current ECS Subscription Server (SBSRV) for end-user subscriptions.   NOTE:  The SBSRV will continue to be used for PDPS subscriptions, and must be running when ESDTs are installed, updated, or deleted.   Please refer to the Spatial Subscription Server PSR documentation (914-TDA-175, Spatial Subscription Server Release for the ECS Project)  for detailed information regarding this new capability.
The Spatial Subscription Server (SSS) replaces the current ECS Subscription Server (SBSRV) for end-user subscriptions.  Supports two types of subscription actions:   email notification and/or electronic distribution (ftppush, ftppull).    Allows subscriptions to be qualified spatially, temporally, or by parameter value.

The Spatial Subscription Server custom software in this release consists of the following components:

18. Subscribed Event Driver (EcNbSubscribedEventDriver): perl driver which processes ECS events (e.g., MOD01.001 granule insert) which match existing subscriptions

19. Action Driver (EcNbActionDriver): perl driver which processes email and distribution actions associated with subscription

20. Recovery Driver (EcNbRecoverDriver): perl driver which looks for stalled actions or events and handles them

21. Driver (EcNbDeleteRequestDriver):  perl driver which deletes rows in the Spatial Subscription Server database log tables which have been marked for deletion

22. Spatial Subscription Server GUI (EcNbGUI):  a perl web-based GUI which allows DAAC operations staff to place subscriptions and to monitor processing of subscribed events and email and distribution actions

23. Spatial Subscription Server Database (EcNbDb[_<MODE>]): a Sybase database  which stores information about subscriptions, events, actions, and processing history

These instructions are written to support an installation of Spatial Subscription Server on a 6A.04 baseline.  Please contact Synergy Development for additional information prior to attempting to install this software on any other baseline. 
Operation of the Spatial Subscription Server requires that triggers be added to the ECS Science Data Server database (EcDsScienceDataServer1[_<MODE>]) on the DsDeEvents table (this is how the Spatial Subscription Server is notified when ESDTs are added, updated, or deleted from SDSRV) and the DsBtNotifierQueue table (this is how the Spatial Subscription Server is notified when ECS events (e.g. granule insert, granule deletion, update metadata) occur.  These triggers are supplied in a SDSRV database patch delivered with this release.
Operation of the Spatial Subscription Server requires that Spatial Subscription Server logins be established on the SDSRV/SSS, MSS Accountability, and DDICT Sybase servers, and that users for the Spatial Subscription Server  be added to the SDSRV, MSS Accountability, and DDICT databases.  Patches and scripts to establish these logins and users are delivered with this release.  See Chapter 3 for instructions for installing these patches and running these scripts.

The 6A.04 ECS Assist has been updated to account for the addition of the new ECS subsystem, SSS.

The SCLI will be installed on an additional host (x0acg0n) to support distribution actions initiated by the Spatial Subscription Server.

TOOLKIT:

1. New script is available after installation of firewall for getting updates for utpole.dat and leadsec.dat files.  These scripts were also delivered as a part of the Patch_6A.04_Firewall.06.

GENERAL NOTES:

Normally ESDTs are delivered only in separate patches or test executbles, but with this deliver the following ESDTs must be updated (EDC only):

DsESDTLsL70RWRS.001.desc

DsESDTLsL70RWRS1.001.desc

DsESDTLsL70RWRS2.001.desc

DsESDTLsL7IGSWRS.001.desc

DsESDTLsL70RWRS.002.desc

DsESDTLsL70RWRS1.002.desc

DsESDTLsL70RWRS2.002.desc

DsESDTLsL7IGSWRS.002.desc

These ESDTs were updated in support of NCR 32249.  They must be updated before ingest of new Landsat data.

Due to recent changes all the DLLs must be replaced with the new SDSRV.

There are no changes to the SDSRV valids since September 5.  Therefore if your SDSRV valids have been updated since then, they do not need to be updated with this delivery.  There is a work around required for the new QA Hold Flag to work.

This section describes the activities that must be performed to set up the staging area, to stage the drop, and to prepare the mode for installation.
Setup:

Setup Preparation

___ a) Review any Workarounds for the Setup phase.

___ b) Verify/create adequate disk resources on staging server (see Table A)

___ c) Create the staging directory for this release:

/<distribution_directory>/<stage_directory>/<platform_type>

where:
<server_name> is the host name of the staging server (see Table A)
<distribution_directory> is the name of the top-level distribution directory (currently dist at all DAACs)
<stage_directory> is the name of the staging directory for this drop, such as DROP6A.04
<platform_type> is the architecture-specific directory name (SUN, IRIX65, TOOLKIT)


Table 2-1 – Staging Servers

Parameter
VALUE

EDC
e0mss01

GSFC
g0mss10

LaRC
l0mss10

NSIDC
n0mss01

VATC
t1code1

PVC
p0tes03

___ d) Verify receipt of the release and file sizes. For each <platform_type>:

cd  /<distribution_directory>/<stage_directory>/<platform_type>
… verify the <drop_name>_Pkg.tar.gz file is present
… verify the <drop_name>_Setup.ksh file is present


___ e) Check disk resources on each installation host. 

Staging:

Unpacking tar files

Unpack the delivery tar files (this step must be performed under a user account with write permission to <stage_directory> and /tools/common) on the staging server.  Since you receiving tar files for SSS from the 6A05 baseline you must untar those tar files first.  When you untar the 6A05 tar files DO NOT INSTALL ECS ASSIST.  When you receive the 6A05 installation instructions you will receive special instructions for using both 6A04 and 6A05 EcsAssist for installation purposes.   When you untar the 6A04 IRIX65 and SUN tar files be sure to so in that order.  Please untar EcsAssist for both IRIX65 and SUN for the 6A04 tar files. Note: Unpacking the new EcsAssist, which must be installed for these instructions to work properly, requires root privileges.

The basic instructions are (ORDER IS IMPORTANT):

1. Untar the IRIX65 6A05 tar file.  Do not install EcsAssist

2. Untar the SUN 6A05 tar file.  Do not install EcsAssist

3. Untar the 6A04 TOOLKIT tar file.  Do not install EcsAssist

4. Untar the 6A04 IRIX65 tar file.. DO INSTALL ECS ASSIST

5. Untar the 6A04 SUN tar file  DO INSTALL ECS ASSIST

The Detailed instructions are:

For each <platform_type>  (twice for the IRIX65, twice for the SUN and once for TOOLKIT.  Untar the IRIX65 tar files first):

___ a) Change to the platform staging directory:

cd  /<distribution_directory>/<staging_directory>/<platform_type>

___ b) Execute the setup script (change the permissions on the script to 755 if necessary):

./<drop_name>_Setup.ksh

___ c) At the prompt “Press ^C to Cancel, Any Other Key to Continue:”, press any key except ^C.

___ d) At the “Continue? (Y/N):” prompt, enter Y
___ e) At the “Extract ECS tar packages? (Y/N):” prompt, enter Y for all platforms

___ f) Verify that the staging area location is correct on the line “Install ECS Staging area to: <distribution_directory>/<staging_directory>/<platform_type>”

___ g) If correct, enter Y at the prompt “Enter ^C to Cancel, ‘N’ to change, ‘Y’ to continue:”

___ h) Verify that the following messages are received for each <platform_type>:
Cleaning up … done.
Delivery setup is complete, you may now install ECS from staging area.

___ i) At the prompt “Update ECS Assist Common Files? (Root only)(Y/N”), enter Y for the 6A04 IRIX65 and SUN tar files.

___ j) IMORTANT:  At the prompt “Update ECS Assist Common Files? (Root only)(Y/N”), enter N for the 6A05 IRIX65 and SUN tar files. (You can not use the 6A05 EcCoScriptlib to start and stop 6A04 servers!)
Preparing Staged Files for Installation:

___ a) Change file permissions to allow staged installation (ECSed32682). This action must be performed as the user account used to stage the delivery. 

cd  /<distribution_directory>/<stage_directory>/SUN/CUSTOM/dbms/MSS/ddm_mss_support
chmod  -R   0755   *


cd  /<distribution_directory>/<stage_directory>/SUN/CUSTOM/dbms
chmod  0744  CSS/EcSbSybaseLogins.sql
chmod  0744  CSS/EcCsSbDbLogins
chmod  0744  CSS/ddm_css_support/EcCsRgDbLogins (SMC only)

chmod  0744  DMS/EcDmSybaseLogins.sql
chmod  0744  DSS/DsDbSybaseLogins
chmod  0744  IOS/EcIoSybaseLogins.sql
 chmod  0744  MSS/ddm_mss_support/users/EcMsActDbLogins

chmod  0744  PLS/EcPlDbLogins


cd  /<distribution_directory>/<stage_directory>/IRIX65/CUSTOM/dbms
chmod  0744  CSS/ddm_css_support/EcCsRgDbLogins

chmod  0744  DSS/EcDsStDbLogin
chmod  0744  INS/EcInDbLogin

chmod  0744  SSS/database_schema/users/EcNbSybaselogins

chmod  0744  SSS/database_schema/users/EcNbDbLogins.sql

Mode Preparation:

___ a) Verify that the CUSTOM code partitions for the mode on each host have adequate space for the new installation.

___ b) Obtain a full backup of the system and/or mode for all hosts and databases.

___ c) Shut down all servers for the mode.

Registry Preparation:

Delete any old Registry Trees that are no longer needed  (This step may be skipped at the DAACs discretion):

___ a) Verify that the Registry database has been backed up (see Mode Preparation above).

___ b) Start the Registry GUI for the mode into which Drop 6A.04 is being installed.

___ c) Select an obsolete tree from the drop-down list under "Attribute Tree Name".

___ d) Click on the name of the attribute tree in the window below (the window with a white background) to enable the menu icons.

___ e) Click on the "Delete" icon.

___ f) Select the "Yes" button to confirm the deletion.

___ g) Repeat steps c) through f) to delete any other obsolete registry trees.

Create a new Registry Tree for the mode that is to be installed  (You may skip this section if you do not want to create a new registry tree for this installation.):

___ a) Select the attribute tree name that is mapped to the current mode from the drop-down menu (when the correct tree is selected, the name of the mode should appear in the "Attribute Information" box below).

___ b) Click on the name of the attribute tree in the window below (the window with a white background) to enable the menu icons.

___ c) Click on the "Copy selected item" icon (the icon on the left).

___ d) Enter the name of the new registry tree in the Attribute Name box (e.g., <MODE>_6A04_BL).  NOTE: Tree names can only be 10 characters long.
___ e) Select the <Ok> button.

___ f) Wait for the new tree to be created (NOTE: It should now take only a few minutes to create a new tree if you have installed Patch_6A.04_IDG.02B.  If you have not we recommend you install IDG.02B first.).

___ g) Select the newly-created tree name in the window.

___ h) Click on the MAP icon.

___ i) Select the mode name from the drop-down menu in the new window that appears and select <Ok>.
Endpoint Manager and CDS Manager files:

NCR 32552 is delivering a new EcCoEpMgr. Therefore, you must copy the Endpoint Manager files for each architecture to their corresponding architecture-dependent common tools directory. (This procedure must be performed using the user account which is the owner of the /automnt/tools/bin/<architecture> directory.)

From the staging server (see Table 1), for each <platform_type> and corresponding <architecture> (sun5.5 or irix6.5):

cd  /<distribution_directory>/<stage_directory>/<platform_type>/.common/bin
cp  EcCoCdsMgr  /automnt/tools/bin/<architecture>
cp  EcCoEpMgr    /automnt/tools/bin/<architecture>

Saving Firewall Configuration files:

If your firewall has been installed you must do the following BEFORE you install Patch_6A.04_BLA.01.  On the hosts where the following servers are installed you must save the following file: /usr/ecs/<MODE>/CUSTOM/cfg/SLCsocks5.conf

EcInReqMgr

EcInPolling

EcDsStFtpServer

EcDsStCacheManagerServer

EcDsStPullMonitorServer

On the hosts where Polling is installed you must also save the following file:  /usr/ecs/<MODE/CUSTOM/cfg/clientproxy.conf

I recommend login to xxicgnn and save these files to the /home/<cm<mode>/ directory.  That is easier than saving them on every host.

AFTER you install the 6A.04 code you must but the original files back.  The ones delivered with the Patch_6A.04_BLA.01 are configured with FIREWALL turned off.

Workarounds:

1.  NCR 32962.and  33040  The SSS TE that comes with the BLA patch contains three files.  The .cfgpatch, .cfgparms, and the  EcNbSubscribedEventDriver.pl.  These files should replace files in the staging area BEFORE you install the SSS. Both the .cfgpatch and .cfgparms files should be put in the following directories in your staging area:

<staging_area> /SUN/CUSTOM/.installed/SSS/


<staging_area> /IRIX65/CUSTOM/.installed/SSS/

The .original cfgparms and .cfgpatch files were setup for modes that had previously been installed (for the EDF and PVC).  They will not work properly in a DAAC environment.

The EcNbSubscribedEventDriver.pl script should be put in the following directory:


<staging_area>/IRIX65/CUSTOM/utilities

2. NCR 32990.  In the <staging_area>/SUN/CUSTOM/utilities directory the following file must be editted:


EcDsDistributionServerMkcfg.


This file was accidentally merged from the 6A05 baseline into the 6A04 baseline so one line must be changed.


The line:



UUIDGEN = /usr/ecs/${MODE}/CUSTOM/bin/CSS/uuidgen


must be changed to:



UUIDGEN = /bin/uudigen

This is so the Mkcfg for the Distribution Server is using the uuidgen program provided by DCE.  The new uuidgen that comes with 6A05 is not in this delivery.  I recommend you change this in the staging area, but if you want to do this mode by mode you can make this change in the /usr/ecs/<MODE>/CUSTOM/utilities directory after installation.

3. NCR 32998.  The delivered version of EcCoScriptlib has a coding errror and you must edit this file.  The following lists the bad code and the good code you should replace it with.   YOU MUST fix this in your /tools/common/ea directory, or you will have problems starting servers:

BAD CODE:

[ -f $FILE ] && { 

        read JOBPID userid date < $FILE 

        $PS -fp ${JOBPID} | $GREP -v "UID   PID" | $GREP $MODE | read UID PID junk 

        if [ ! -z "$PID" ] 

        then 

            # The process is alive. 

            print $PID 

        else 

            # First ps command failed ... trying fail safe 

            $PS -ef | $GREP $MODE | $GREP "\<${INSTANCE}\>" | $GREP -v "UID   PID" | read UID PID junk 

            if [ ! -z "$PID" ] 

            then 

                # The process is alive. 

                print $PID 

            else 

                # The process is down. Remove obsolete file. 

                $RM $FILE 

            fi 

        fi 

GOOD CODE:
[ -f $FILE ] && { 

        read JOBPID userid date < $FILE 

        $PS -fp ${JOBPID} | $GREP -v "UID   PID" | $GREP $MODE | read UID PID junk 

        if [ ! -z "$PID" ] 

        then 

            # The process is alive. 

            print $PID 

        else 

            # The process is down. Remove obsolete file. 

            $RM $FILE 

        fi 

    } 

4. NCR 33037.  Correct the typo in the cfgpatch for the SBSRV.  In the staging area edit the following file: 

<staging_area>/SUN/CUSTOM/.installed/CSS/IDG/.cfgpatch

Change the work dfgparms to cfgparms in the following line.

ADD      ALL   ALL    ALL  CSS    EcCsId  .dfgparms EcSbSubServerMkcfg              DBConnections                   10

These procedures are order-dependent. Each individual step should be completed before the follow-on step is attempted.

Replace all occurrences of the string <MODE> with the mode into which you are performing the installation i.e. TS1, TS2 TS3 or OPS. Replace all occurrences of <stage_directory_location> with the path name of the staging directory.

Prerequisites:

___ a) Read and familiarize yourself with the document Release 6A Operations Tools Manual, document number 609-CD-600-001, with focus on the chapter on EcsAssist.

___ b) Review the .sitemap file in the staging area for additions/deletions/changes to the installed configuration. Identify the software packages to be installed on this host . The .sitemap is located at: /<distribution_directory>/<stage_directory>/<platform_type>/<architecture>/

___ c) Obtain the staging area directory path name from the installation lead. This should NOT include the architecture-specific path component (such as SUN, IRIX65):
<stage_directory_location> =____________________________________________________

___ d) Ensure that the host for EASI has sufficient free memory. EASI has significant memory requirements, and if its host runs out of memory during execution of the installation, the end state of the system is indeterminate. Check to make sure that the platform has at least 50 MB of available memory before beginning the installation. E.A.S.I use sockets to connect to the hosts which are being installed.

Installation:

___ a) On any SUN host, activate the ECS Assistant.

___ b) Select E.A.S.I.
___ c) Select the correct mode.

___ d) Enter the staging directory as specified in the Prerequisites(c) above. When entering the Staging Area, don’t enter a platform directory name. For example, enter: /net/<staging_host>/codedrop2/6A_04, not /net/<staging_host/codedrop2/6A_04/SUN. During Installation, E.A.S.I. will choose the appropriate architecture depending on the machine on which it is installing custom code. Press: <RETURN>.

___ e) Click: CUSTOM and then click: Next
___ f) Ensure that the Sort by dialogue box has Subsystem selected.  Expand the Subsystem to each component and then each component until all packages are displayed.

___ g) Hold down the Shift Key and click on each of the following packages.  After all packages are selected, click Next.
(Note: Packges that are not listed are not required to be installed, but can be with no changes make to the source code.)
EcCl

.EcClOdAsterOnDemand.pkg (EDC only)

EcCsId

.EcCsCommon.pkg

.EcCsINTFCSVR.pkg

.EcCsSubServerDB.pkg

.EcCsSubServerGUI.pkg

EcCsRg

.EcCsRegistryGUI.pkg

EcDm

.EcDmDatabase.pkg

.EcDmINTFCSVR.pkg

.EcDmEcsToAsterGw.pkg (EDC only)

EcDpAt

.EcDpAITWS.pkg

.EcDpAtODL.pkg

EcDpPr


.EcDpPrPLNMGMTWS.pkg


.EcDpPrQUESRVR.pkg

EcDpSc


.EcDpScSCNCPRCS.pkg

EcDsDd


.EcDsDdDISTSRVR.pkg


.EcDsDdistGUI.pkg

EcDsSr


.EcDsSCLI.pkg


.EcDsSdDatabase.pkg


.EcDsSdHdfEos.pkg (EDC only)


.EcDsSdOPSWS.pkg


.EcDsSdSDSRV.pkg


.EcDsSdSrvGLAS.pkg


.EcDsSdSrvMISR.pkg

EcDsSt


.EcDsStArchive.pkg


.EcDsStDatabase.pkg


.EcDsStGUI.pkg


.EcDsStIngestFtp.pkg


.EcDsStPullMonitor.pkg


.EcDsStRequestManager.pkg

EcIn


.EcInAPCSVR.pkg


.EcInDatabase.pkg


.EcInEMAILSVR.pkg


.EcInGUIOPSWS.pkg


.EcInINTFCSVR.pkg

EcIo


.EcInAdDatabase.pkg


.EcInAdINTFCSRV.pkg

EcMsDb


.EcMsDbSupport.pkg

EcPl


.EcPlDatabase.pkg


.EcPlODPRM.pkg


.EcPlPLNMGMTWS.pkg


.EcPlQUESRVR.pkg

EcNb


.EcNb.pkg


.EcNbCommon.pkg


.EcNbDatabase.pkg


.EcNbGUI.pkg

___ h) Click Install as the Execution Phase. Click: Next.

___ i) Installation Type: Staging Area Source File Location: Stage Click: Next.

___ j) Review information in the E.A.S.I. Installation Confirmation window. Click: Next.

___ k) Click: Yes for Final Confirmation.

___ l) The E.A.S.I. Status window appears. Click: COMM 
___ m) Ensure that only the appropriate hosts are displayed in the E.A.S.I. Status window.  Observe the box next to each host turn green after E.A.S.I. has established communication with the host.

___ n) Click: INSTALL
You may expand the hosts, subsystems, and components down to the package level. As the various packages are installed you may watch the progress. NOTE: As the installation starts a window displaying the installation progress will be opened for each host selected.

Verification:

___ a) The install is complete when all hosts return to idle status and button to the left of the host names are turned to either green or red. Note warnings are reported as red and not yellow.

___ b) When all hosts are idle, exit E.A.S.I by clicking on Cancel and then Exit.

___ c) Review the install log for any host for which a red or yellow icon is displayed and determine the cause of the installation failure.

___ d) When any install failures have been resolved you may proceed to the Configuration section.
ADD SYBASE LOGINS:

Sybase logins for the Spatial Subscription Server will be added on the SDSRV/SSS Sybase host (x0acg0n), the DMS Sybase host (x0ins0n), and the MSS Sybase host (x0mss21

Add the new Spatial Subscription Server logins on the x0acg0n Sybase server as shown below.  The <Sybase userid> provided to EcNbSybaseLogins below must have sa_role or sso_role privileges:

___ a) Login to the SDSRV/SSS Sybase host (x0acg0n)

___ b) cd /usr/ecs/<MODE>/CUSTOM/dbms/SSS/database_schema/users

___ c) Run the EcNbSybaselogins script.

EcNbSybaseLogins <Sybase userid> <x0acg0n_srvr>  (where x0acg0n is you sybase server name)

VERIFICATION:

___ a) isql -U<dbo acct> -S<x0acg0n_srvr> -P<password>

___ b) select name from master..syslogins where name like "EcNb%"

___ c) go

Note that the following new logins are present: EcNbSubscribedEventDriver, EcNbActionDriver, EcNbSubscriptionGUI, EcNbSubscriptionCLI, EcNbRecoverDriver, and EcNbDeleteRequestDriver. 

Add the new Spatial Subscription Server login on the DDICT x0ins0n Sybase server as shown below. The <Sybase userid> provided to EcNbSybaseLogins below must have sa_role or sso_role privileges.  The <database> provided to EcDmSybaseLogins.sql is checked to ensure it is a valid database on the DDICT x0inx0n Sybase server, but is otherwise ignored.

___ a) Login to the host where the DDICT database package is installed. (x0ins0n)

___ b) Cd /usr/ecs/<MODE>/CUSTOM/dbms/DMS

___ c) Run the EcDmSybaseLogins.sql script.

EcDmSybaseLogins.sql <sybase userid> <sybase password> <x0ins0n_srvr> <default database>

VERIFICATION:

___ a) isql -U<dbo acct> -S<x0ins0n_srvr> -P<password>

___ b) select name from master..syslogins where name like "EcNb%"

___ c) go

Note that the following new login  is present: EcNbSubscriptionGUI.

Add the new Spatial Subscription Server logins on the x0mss21 Sybase server as follows:

NOTE:  This will be done via the MSS database patch in the first mode the BLA patch is installed. as discussed in the MSS section.

Build the SSS database:

Normally database builds and patches are run after all the Mkcfgs and/or configuration changes are completed.  Please go immediately to Section 5 now and build the SSS database.  While the database is building you may start the configuration process, but you must not try to patch the SDSRV database until the SSS database is built.

General Notes:

The following sections indicated when to apply Registry patches or Run Mkcfgs and Populate the Registry.  In order to save space general directions for running a Registry patch or using the Registry Population Tool are listed here.  Each subsequent section will reference this chapter.

How to Run a Registry Patch

Apply the registry patch using ECS Assist always from a Sun platform. Note that the registry patch can only be applied from a Sun platform and that it only needs to be applied once per component. (If a subsystem/component is installed on multiple hosts it does not need to be applied on each host). To apply the registry patch, follow these procedures:

___ a) From the ECS Assist Subsystem Manager, select the appropriate Mode, Subsystem, and Component from the main window.

___ b) Select "Registry Data Patch" from the "Tools" menu. An "Apply Registry Data Patch" window will appear.

___ c) In the "Apply Registry Data Patch" window, enter the name of the SQL server in the "Registry Database Server:" box.

___ d) Enter the registry database DBO ID and password, respectively, in the next two boxes.

___ e) In the next ("Registry DB Name:") box, be sure to enter the name of the registry database (EcCsRegistry[_<mode>] and press the <ENTER> key. This will cause ECS Assist to connect to the registry database and populate the drop-down menu associated with the next field ("Tree to patch:").

___ f) Use the drop-down menu to select the appropriate registry tree that is being patched (if you don't know which tree to select, bring up the registry GUI and verify which tree is mapped to the mode that you are updating).

___ g) Finally, click on the "Select Patch File" button to bring up the "File Selection Dialog" window.

___ h) Navigate through this window to find the appropriate.rgypatch file.  The name of the .rgypatch will be supplied in the individual sections below.

___ i) Highlight the .rgypatch file in the window and select <OK>.

___ j) Verify that the appropriate information is indicated in the "Patch File:" box in the "Apply Registry Data Patch" window. After you select the registry patch file you can click on the work Patch File and view the contents of the Patch file before you apply it.
___ k) Select <OK>.
At this point, the registry patch will be applied. Monitor the output via ECS Assist for any warning or error messages as the patch is run.

How to run the Registry Population Tool:

The population tool can be run once on each machine on which .CFG files are being created or once for the entire mode.  But for this installation we recommend you run the Population tool on a platform by platform basis.  Follow the steps listed below, supplying the hostname when running the population tool from the command line as identified below.

To run the tool do the:

1) Logon to the appropriate Hosts.

2) The command to run the tool is:

/tools/common/ea/EcCoPopulateRegistry MODE {HostName|ALL} {ConfigFileName|ALL} DbServerName DbUserName DbPassword DbName AttributeTreeName.

the following parameters are used:

· MODE - the mode that you are working in.

· HostName – the name of the host (like g0dis01).

· ConfigFileName – ALL – Note: Use the ALL option to load all configuration files under /usr/ecs/MODE/CUSTOM/cfg. (For this installation always use ALL.)

· DbServerName - SQL server name where Registry Database resides (see database build section).

· DbUserName - database dbo name.

· DbPassword – password for DbUserName.

· DbName – EcCsRegistry_<mode>. For OPS, use EcCsRegistry.

· AttributeTreeName – the form is <mode>_<release>. For example, OPS_6A.04.

3) The Population Tool will report the success or failure status back to the screen for each configuration file.

4) When all files have been loaded, the CFG file move the .CFG files to the .CFG.rgy files unless indicated.  The following commands can be used:

· For one file: ‘mv file file.rgy’

· For multiple files (in c shell):

foreach file (*.CFG)(
mv $file $file.rgy(
end

Important Note:  Some things do not run from the registry.  These include EcDpPrEM, EcDsClQaMetadataUpdate, and the SCLI.  Also no part of the new SSS runs from the registry.

At Landover we always “diff” newly generated .CFG files with .rgy files before we populate the registry with any newly generated .CFG files.  Therefore when we do move the .CFG files into the registry, we copy back the appropriate files to .CFG files so we have both. .CFG files and .rgy files.  For example on the Queuing Server (xxspsnn) we populate the Registry with EcDpPrEM.CFG, move the file to EcDpPrEm.CFG.rgy and then copy the EcDpPrEM.CFG.rgy to EcDpPrEM.CFG.  Then next time we run make config for the Queuing Server we can diff all the newly generated .CFG files with the “old” .rgy files



The following commands can be used:



For one file: ‘diff file.CFG file.CFG.rgy’



For multiple files (in c shell):

foreach file (*.CFG)(
echo $file (
diff $file $file.rgy(
end

Then any differences can easily be resolved before the Registry is populated.

This section contains information for creating, modifying, or deleting configuration parameters for 6A.04. Each subsection contains information for a particular subsystem indicating the changes to configuration parameters for that subsystem as well as specifying how to incorporate the identified changes. A few general notes on configuration parameters:

· Registry patches must be run on Sun platforms.

· The following items must run from the .CFG files (Not the Registry):

· SCLI

· EcDsClQaMetadataUpdate Tool

· All of the SSS drivers and GUI

· EcDpPrEM

4.1
CLS Configuration

There are no new configuration parameters for CLS.

4.2
CSS Configuration

The following table lists the updated configurable parameter for CSS.

Table 4-1 – Updated CSS Configuration Parameters

Parameter
Recommended Value

EcSbSubServer:

DBConnections
10

On the host where the SBSRV resides (xxinsnn), apply the following registry patch:  /usr/ecs/<MODE>/CUSTOM/.installed/CSS/IDG/.rgypatch.

See section 3 for general directions on how to apply a registry patch.

4.3
DMS Configuration

There are no new, deleted or updated parameters for DMS.

4.4
DPS Configuration

The DPS mkcfg process must be executed to modify the existing configuration parameters and to create a .CFG file for the new EcDpPrFailedJobs perl script.  . Once mkcfg is run, any .new CFG files that are created except EcDpPrFailedJobs.CFG and the EcDpPrEM.CFG should be deleted.  EcCoPopulateRegistry must be used to load the new .CFG file into the Registry.  The .rgypatch for EcDpPr must also be run to add a new parameter for EcDpPrJobMgmt.

New/Updated Configuration Parameters

The following are new configuration parameters that will be loaded during the mkcfg or registry patch process.

Table 4-2 – New DPS Configuration Parameters

Parameter
Recommended Value

EcDpPrJobMgmt:

DpPrPendingThreadWaitInterval
30

EcDpPrRestartFailedJobs:


AutosysPath
/usr/ecs/OPS/COTS/autotreeb/autouser/

DebugLevel
0

AppLogLevel
0

AppLogSize
2000000

Deleted Configuration Parameters

There are no Deleted parameters for DPS.

Run mkcfg for the new EcDpPrFailedJobs perl script.

From ECS Assist Subsystem Manager, run mkcfg for DPS/EcDpPr on the Queueing Server (xxspsnn).  Delete all the generated .CFG files except EcDpPrFailedJobs.CFG and EcDpPrEM.CFG.

Populate Registry

Populate the Registry with the newly generated EcDpPrFailedJobs.CFG file by following the directions in Section 3.

Important Note: It is recommended that the EcDpPrEM.CFG files not be renamed in order to prevent the excessive network traffic that is generated each time the EcDpPrEM executable is started.  (At Landover we keep both the .CFG and .rgy file for EcDpPrEM so after a mkcfg is run you can diff the new .CFG with the old .rgy file.

Run Registry Patch

Run the Registry patch on the Queuing Server to load the new parameter for EcDpPrJobMgmt.  The name of the .rgypatch file is:  /usr/ecs/CUSTOM/.installed/DPS/PRONG/.rgypatch. 

4.5
DSS Configuration

The following table lists the new, updated, and deleted configurable parameters for DSS.  Note there are no new parameters for thread pools, but the STMGT database must be updated.

New or Updated Configuration Parameters

The following are new configuration parameters that will be loaded during the mkcfg or registry patch process.

Table 4-3 – New DSS Configuration Parameters

Parameter
Recommended Value/Description

DSS/DDIST

EcDsDistributionServer:


AgeThreshold
120 (This value should never be less than 60 or more than 240).  This is the amount of time between distribution and when the data is populated into the appropriate table for Distribution Statistics to be collected. The default value is 120.  This is not a new parameter.  It is being made configurable for test purposes at Landover.  We recommend you DO NOT change this value at the DAACs.  The .rgypatch does not reset this value.

BASE_PATH1
The default value is /usr/ecs/  This should contain the name of the directory where all distribution requests notifications are stored for all MODEs. Do not include the MODE as that is populated automatically by the software.  This is not a new parameter in the registry, it is simply now configurable.  The .rgypatch does not set this value.

REQUEST_DIR
This is the name of the directory that stores all the distribution request information.  The value of this parameter should be a directory name after mode.  For example if all distribution requests for all modes are stored in a directory called:

/usr/ecs/<MODE>/CUSTOM/data/DSS/distribution/Request

then the value of this parameter would be /CUSTOM/data/DSS/distribution/Request

Note: this is not a new parameter, but is now a configurable one.  The .rgypatch does not set this value.  The example shows the default value.

RESPONSE_DIR
This is the name of the directory that stores all the distribution notification emails.  The value of this parameter should only be a directory name after mode.  For example if all distribution notifications for specific mode are stored in a directory called:

/usr/ecs/<MODE>/CUSTOM/data/DSS/distribution/Response/, then the value of this parameter would be:

/CUSTOM/data/distribution/DSS/Response

Note: this is not a new parameter, but is now a configurable one. The example show is the default value.  The .rgypatch does not set this value.

FAILED_CANCEL_DIR
This is the name of the directory that stores all the distribution notifications for failed or cancelled orders.  This is new parameter.  This parameter along with changes that have been made to the DsDdSendMailPl.pl script make it possible to have unsuccessful distribution notifications (emails) go to a configurable address.  When the Distribution Server is brought up for the first time this new directory will be automatically be created.  This directory should be a subdirectory under the same directory as the distribution notifications are stored.   For example: If the Distribution notifications are stored in

/usr/ecs/<MODE>/CUSTOM/data/DSS/distribution/Response

the new directory should be called

/usr/ecs/<MODE>/CUSTOM/data/DSS/distribution/FailedCancel

The directory can have any name, but must be in the same directory structure as the Request and Response directories.  The example shown is the default.

After the Mkcfgs are run or the registry is populated the DsDdSendMailPl.pl and the DsDdRemoveMFiles.pl scripts must be editted.  See below.

DSS/SDSRV

EcDsScienceDataServer:

SDSRV_FAILREQUEST_DIR
/usr/ecs/${MODE}/CUSTOM/logs/FAIL_REQ/  This is a defaulft value.  The value can be set to any directory you wish, but the install of the SDSRV automatically creates this directory.  Note:  If this value is loaded into the registry via a registry patch, the mode can not be set automatically.  You must bring up the Registry GUI and update the parameter value to have the correct MODE.  The Mkcfg will automatically set the MODE value.

DSS/STMGT

EcDsStPullMonitorServer:

FTP_TUNNELS
This value is for tunneling only.  Only GSFC may need to set this value.  The directions for setting this parameter value is included in the TE_6A.04_Tunneling.01 CCR and distribution notice.  At all other DAACs this value should be left blank.

EcDsStCacheManagerServer:

FTP_TUNNELS
This value is for tunneling only.  Only GSFC may need to set this value.  The directions for setting this parameter value is included in the TE_6A.04_Tunneling.01 CCR and distribution notice.  At all other DAACs this value should be left blank.  This parameter must be loaded into the registry for all Cache Managers.

EcDsStFtpServer:

FTP_TUNNELS
This value is for tunneling only.  Only GSFC may need to set this value.  The directions for setting this parameter value is included in the TE_6A.04_Tunneling.01 CCR and distribution notice.  At all other DAACs this value should be left blank.  This parameter must be loaded into the registry for ALL FtpServers.

Deleted Configuration Parameters

There are no deleted parameters for DSS

Run Mkcfgs as Desired:

You do not have to run Mkcfg for DDIST, SDSRV, or STMGT , but it is recommend you do so for DDIST and SDSRV.  At GSFC you may want to run the MKCFG for STMGT. Mkcfs can be run so that the parameter values are appropropriately in the .cfgparms files and match the Registry.  If the mkcfgs are run you can use the Populate Registry technique to load the new parameters into the registry, but if you do you should compare values of the “old parameters” in the .cfgparms file with the values in the Registry before you run mkcfg.

Populate Registry

If you chose to run mkcfgs for DDIST, STMGT or SDSRV, we recommend you use the EcCoPopulateRegistry to update the Registry.  Remember if you use EcCoPopulateRegistry your registry history of values is lost.

Run Registry Patches

To run the Registry patch for the Distribution Server, run the registry patch on the host where the DDIST or the DDIST GUI is installed.  The name of the Registry patch is: /usr/ecs/<MODE>/CUSTOM/.installed/DSS/distribution/.rgypatch.  If you run the .rgypatch you must bring up the Registry GUI and possibly update the name of the DSDD_FAILED_RESPONSE parameter.  This is the same value as the FAILED_CANCEL_DIR described above.  In the Registry the following parameters will be displayed:


DSDD_BASEPATH – This has the same value as BASE_PATH1 in the .cfgparms.


DSDD_REQUEST – This has the same value as the REQUEST_DIR in the .cfgparms.


DSDD_RESPONSE – This has the same value as the RESPONSE_DIR in the .cfgparms.


DSDD_FAILED_RESPONSE – This has the same value as the FAILED_CANCEL_DIR in the .cfgparms.

To run the Registry patch for the SDSRV, run the Registry patch on the host where the SDSRV or SDSRV GUI is installed (xxacsnn).  The name of the Registry patch is /usr/ecs/<MODE>/CUSTOM/.installed/DSS/sdsrv/.rgypatch.  If you run the .rgypatch you must bring up the Registry GUI and update the MODE value for the new SDSRV parameter SDSRV_FAILREQUEST_DIR.  (The registry patch process currently can not handle wild cards or parameter values such as ${MODE}.)

To run the Registry patch for STMGT, run the Registry patch on the host where the STMGT GUI or STMGT Request Manager is installed (You can not run Registry patches from SGI hosts).  You only have to run the .rgypatch patch once.  The FTP_TUNNEL values will be set to empty (same as blank in the .CFG files) by the .rgypatch for all FtpServers, all Cache Managers and the PullMonitor.  At GSFC if you want to set these values in the registry, you must bring up the Registry GUI and set them manaully after the .rgypatch is run (or you may use populate registry).

Addition Configuration Needed for DDIST (NCR 32553)

After the DDIST server is installed and configured you must ALSO edit the DsDdSendMailPl.pl and the DsDdRemoveMFiles.pl scripts that resides in the /usr/ecs/<MODE>/CUSTOM/bin/DSS directory.   The old ones will not work.  In this both files there are four values that possibly need to be editted.  They are:


$basePath1


$basePath2


$response


$failed

There is one value that must be editted in the DsDdSendMailPl.pl script if you want the failed and/or cancelled distribution notifications to go to a different user than the one in the failed order.  The parameter that contains this email address is $operatoremail.

There is one value in the DsDdRemoveMFiles.pl script that possibly needs to be editted:  That parameter is $request.

Each parameter value is described below:

The $basePath1 value is the same value you put in the BASE_PATH1 parameter in the .cfgparms file.  This will be shown in the DsDdDistributionServer .CFG file as DSDD_BASEPATH.  To determine this value you must know the full name of the directory where the distribution notfications are sent from.  For example at LANDOVER we use the directory /usr/ecs/<MODE>/CUSTOM/data/DSS/distribution/Response for this directory.  At GSFC the directory is /distribution/<MODE>/Response.  The value of $basePath1 at LANDOVER would be “/usr/ecs”.   At GSFC the value would be “/distribution”.  The value of this parameter is always the directory path name up to the <MODE>. 

The $basePath2 value is the directory name you put into RESPONSE_DIR or REQUEST_DIR or FAILED_CANCEL_DIR up to the word /Response, /Request, or /FailedCancel.  For example at Landover we use the directory /usr/ecs/<MODE/CUSTOM/data/DSS/distribution/Response for Distribution notices emails.  The value we would store in $baesePath2  would be “/CUSTOM/data/DSS/distribution” (everything after mode and before /Response).  At GSFC the directory used is /distribution/<MODE>/Response.  So the value of $basePath2 would be blank.

The $response value is the final subdirectory name used for distribution notices.  Everywhere that I know of this value would be “/Response”.  This is the default value and so probably won’t need to be editted.

The $request value is the final subdirectory name used for request information.  Everywhere that I know of, this value would be  “/Request”.  This is the default value and so probably won’t need to be editted.

The $failed value is the final subdirectory name used for failed and/or cancelled orders distribution notices.  This value is defaulted to “/FailedCancel”.  We recommend you leave this value.

The $operatoremail must have a value if you want to send failed and cancelled order distribution notices to an operator.  This value is defaulted to “” (no value).  If you do not populate this value the email will be sent to the email address specificed in the original order.  If you populate this value you must follow the example. (Put a \ before any special character such as @.)

NOTE:  As of this installation the files DsDdRemoveMFiles.pl and DsDdSendMailPl.pl will automatically be backed up with the same name with a timestamp appended.  If these files do not change in the future you may simply copy the old ones on top of the new ones so you do not have to keep editting these files each time DDIST is installed.  DO NOT COPY THE OLD FILES OVER THE NEW FILES THIS TIME.

4.6
INS Configuration

The following two tables list the new and/or updated and configurable parameters for the Patch_6A.04_BLA.01 for INS.

New Configuration Parameters

The following are new configuration parameters that will be loaded during the mkcfg and/or registry patch process.

Table 4-4 – New INGEST Configuration Parameters

Parameter
Recommended Value/Description

EcInGUI:

FTP_TUNNELS
(no value)  -  The default is blank.

EcInReqMgr:

FTP_TUNNELS
(no value)  - The default is blank.

EcInPolling:

FTP_TUNNELS
(no value)  - The default is blank.

PortNumber
(no value)  - The default is blank.

Deleted Configuration Parameters:

There are no deleted parameters for INGEST.

Run mkcfgs:

To update the new Port numbers and the FTP_TUNNELS parameter for all the polling instances you must run mkcfg on both the hosts where the polling instances reside (xxicgnn and xxacgnn).  For all polling instances where tunneling is not required these values should be set to blank.  The 6A04 EcsAssist has been updated to handle setting the new Port numbers.  EcsAssist now also can update the parameters for a polling instance instead of having to delete and re-add each instance.  

To set these values do the following.

Before you bring up Ecs Assist to do this, go to the  /usr/ecs/<MODE/CUSTOM/.installed/INS directory.  Edit the .cfgInPollwop and .cfgInPollwp files so that there is a blank line after each dataproviers parameter set (every sixth line for .cfgInPollwp).  Also verify the .cfgparms file has AppLogLevel and AppLogSize as parameter for EcInPolling.  NSIDC submitted a trouble ticket about this and I suspect this was a missed .cfgpatch change.  (These were probably only added manually in the Registry.)

Next bring up EcsAssist, set the MODE, and click on INS and EcIn.  Then click on Configuration Mkcfg.  You will have to chose the following on each hosts.  .cfgInPollwop, cfgInPollwp, .dataproviders and .granservers.  You will have to review each of the polling instances under the .cfgInPollwop and .cfgInPollwp sections and simply hit Add/Update as they are displayed.  This will add the new PortNumber with a blank value.

After all of these values have been set hit exit and then continue.  Chose the .cfgparms file and then click on OK.  This will run all the mkcfgs on that host.  You may delete all the generated .CFG files except the EcInPolling.<dataprovider>.CFG files.

Populate Registry

Use the EcCoPopulateRegistry script to populate the Registry with the newly created EcInPolling.<dataprovider>.CFG files.  Then move these files to the .rgy files.

Run Registry Patch
The registry patch process will be used to update the new parameters for the EcInGUI and the EcInReqMgr.  You can NOT use the Registry Patch process to update the paramters for the EcInPolling instances.  To update the Registry for EcInReqMgr and EcInGUI, run the Registry Patch on the host where the EcInGUI is installed.  (You can not run a registry patch from an SGI.)  The values loaded in the the Registry for FTP_TUNNELS will be <EMPTY> (same as blank).

4.7
IOS Configuration

No configuration is required for IOS.

 4.8
MSS Configuration

No configuration is required for MSS.

4.9
PLS Configuration

No configuration is required for PLS

4.10 SSS Configuration

Since SSS is a new subsystem all Mkcfgs must be run:

Configuration Parameters

The following are the configuration parameters for the Spatial Subscription Server components on the x0acg0n host.   These configuration parameters will be set at install time using ECS Assist Make Config.

Table 4-5 – New SSS Configuration Parameters on ACG

Parameter
Recommended Value
Description

Spatial Subscription Server Event Driver (EcNbSubscribedEventDriver):

DEBUGLEVEL
0
Level of messages in debug log (0 = no messages; 3= highest level of messages)

SYB_HOST
<the name of the host for the Sybase server which supports the Spatial Subscription Server database>
the name of the host for the Sybase server which supports the Spatial Subscription Server database

SYB_SQS_SERVER
<the name of the SQS server which supports the Spatial Subscription Server; e.g. x0acg05_sqs322_srvr)
the name of the SQS server which supports the Spatial Subscription Server

SYB_DBNAME
EcNbDb[_<MODE>]
The name of the Spatial Subscription Server database

SDSRV_SYB_DBNAME
EcDsScienceDataServer1[_<MODE>]
The name of the SDSRV database in this mode

NUM_RETRIES
15
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
3
Seconds between Sybase database connection retries

DRIVER_WAIT_SEC
1
Number of seconds driver sleeps after emptying the event queue

Spatial Subscription Server Action Driver(EcNbActionDriver):

DEBUGLEVEL
0
Level of messages in debug log

SYB_HOST
<the name of the host for the Sybase server which supports the Spatial Subscription Server database>
the name of the host for the Sybase server which supports the Spatial Subscription Server database

SYB_SQS_SERVER
<the name of the SQS server which supports the Spatial Subscription Server; e.g. x0acg05_sqs322_srvr)
the name of the SQS server which supports the Spatial Subscription Server

SYB_DBNAME
EcNbDb[_<MODE>]
The name of the Spatial Subscription Server database

SYB_SDSRV_DBNAME
EcDsScienceDataServer1[_<MODE>]
The name of the SDSRV database in this mode

NUM_RETRIES
15
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
3
Seconds between Sybase database connection retries

DRIVER_WAIT_SEC
1
Number of seconds driver sleeps after emptying the action queue

Spatial Subscription Server Deletion Driver (EcNbDeleteRequestDriver):

DEBUGLEVEL
0
Level of messages in debug log

SYB_HOST
<the name of the host for the Sybase server which supports the Spatial Subscription Server database>
the name of the host for the Sybase server which supports the Spatial Subscription Server database

SYB_SQS_SERVER
<the name of the SQS server which supports the Spatial Subscription Server; e.g. x0acg05_sqs322_srvr)
the name of the SQS server which supports the Spatial Subscription Server

SYB_DBNAME
EcNbDb[_<MODE>]
The name of the Spatial Subscription Server database

SDSRV_SYB_DBNAME
EcDsScienceDataServer1[_<MODE>]
The name of the SDSRV database in this mode

NUM_RETRIES
15
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
3
Seconds between Sybase database connection retries

DRIVER_WAIT_SEC
300
Number of seconds driver sleeps after emptying the deletion queue

Spatial Subscription Server Recovery Driver (EcNbRecoverDriver):

DEBUGLEVEL
0
Level of messages in debug log

SYB_HOST
<the name of the host for the Sybase server which supports the Spatial Subscription Server database; e.g., x0acg05>
the name of the host for the Sybase server which supports the Spatial Subscription Server database

SYB_SQS_SERVER
<the name of the SQS server which supports the Spatial Subscription Server; e.g. x0acg05_sqs322_srvr)
the name of the SQS server which supports the Spatial Subscription Server

SYB_DBNAME
EcNbDb[_<MODE>]
The name of the Spatial Subscription Server database

SDSRV_SYB_DBNAME
EcDsScienceDataServer1[_<MODE>]
The name of the SDSRV database in this mode

NUM_RETRIES
15
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
3
Seconds between Sybase database connection retries

MINSECONDS
900


DRIVER_WAIT_SEC
300
Number of seconds driver sleeps between checks for stalled processes

Spatial Subscription Server Command Line Interface (EcNbSubscriptionCLI):

DEBUGLEVEL
0
Level of messages in debug log

SYB_SQS_SERVER
<the name of the SQS server which supports the Spatial Subscription Server; e.g. x0acg05_sqs322_srvr)
the name of the SQS server which supports the Spatial Subscription Server

SYB_DBNAME
EcNbDb[_<MODE>]
The name of the Spatial Subscription Server database

NUM_RETRIES
3
Number of times that Sybase database connection will be retried before fatal error

MSS_SQL_SERVER
<the name of the Sybase server which supports the MSS User Profile database in this mode>
the name of the Sybase server which supports the MSS User Profile database in this mode

MSS_DBNAME
mss_acct_db[_<MODE>]
Name of the MSS User Profile database in this mode

The following are the configuration parameters for the Spatial Subscription Server components on the xxins01 host.   These configuration parameters will be set at install time using ECS Assist Make Config.

Table 4-6 – New SSS Configuration Parameters on INS

Parameter
Recommended Value
Description

Spatial Subscription Server GUI (EcNbGUI):

SYB_HOST
<the name of the host for the Sybase server which supports the Spatial Subscription Server database; e.g., x0acg05>
the name of the host for the Sybase server which supports the Spatial Subscription Server database

SYB_SQS_SERVER
<the name of the SQS server which supports the Spatial Subscription Server; e.g. x0acg05_sqs322_srvr)
the name of the SQS server which supports the Spatial Subscription Server

SYB_DBNAME
EcNbDb[_<MODE>]
The name of the Spatial Subscription Server database in this mode

NUM_RETRIES
5
Number of times that Sybase database connection will be retried before fatal error

SLEEP_SEC
1
Seconds between Sybase database connection retries

PORT
107xx
The port number for the GUI

HOST
<fully qualified domain name of the host where the GUI is installed; e.g., p0ins01.pvc.ecs.nasa.gov>
The host where the GUI is installed

MSS_SQL_SERVER
<the name of the Sybase server which supports the MSS User Profile database in this mode>
the name of the Sybase server which supports the MSS User Profile database in this mode

MSS_DBNAME
mss_acct_db[_<MODE>]
Name of the MSS User Profile database in this mode

SDSRV_DBNAME
EcDsScienceDataServer1[_<MODE>]
Name of the SDSRV database in this mode

DATAPOOL_DBNAME
DataPool[_<MODE>]
Name of the Data Pool database in this mode.   NOTE:  Enter this value, but it will not be used until the Data Pool is delivered.

DDICT_SQL_SERVER
<the name of the Sybase server which supports the Data Dictionary database in this mode>
the name of the Sybase server which supports the Data Dictionary database in this mode

DDICT_DBNAME
EcDmDictService[_<MODE>]
Name of the Data Dictionary database in this mode; Used to obtain metadata attributes associated with an ESDT

4.11
Toolkit Configuration

No configuration is required for TOOLKIT

Database Builds

SSS Database Build

PREREQUISITES:

___ a) User connections for the x0acg0n Sybase server have been increased.   Reference CCR 01-0972.  PLEASE NOTE:   The CCR increases User Connections for both Spatial Subscription Server and Data Pool (to be delivered in a later release.)   For purposes of the Spatial Subscription Server  installation, it is recommended to increase user connections by approx. 30 per mode.

___ b) The number of open databases configuration option for the x0acgnn Sybase server has been increased to 20 with sp configured.

___ c) The x0acgxx Sybase Server has been restarted to allow the above configuration changes to take effect.

___ d) The Spatial Subscription Server has been created.  (Refence CCR.01-0972.)

___ e) The EcDsScienceDataServer1_<MODE>)  in the same mode (e.g. TS2) as the SSS database above is online and available for queries, and the nbsub_role login is a valid users in this SDSRV database.

___ f) The Sybase logins required for the Spatial Subscription Server have been created.  See Chapter 3 of these installation instructions.

Build the Spatial Subscription Server database.

Use the ECS Assistant SubSystem Manager as the cm<MODE> user.

___ a) Select the Mode
___ b) Double Click on the SSS Subsystem

___ c) Double Click on the EcNb Component

___ d) Click Database

___ e) Click DbBuild

___ f) Select the .dbparms file

___ g) Enter the following information in the Configuration Parameters Screen

Parameter
Value

SYB_SQS_SERVER
<name of sybase SQS server; e.g,, x0acg05_sqs322_srvr >

___ h) Click OK

Verification

Verify that the Spatial Subscription Server database has been built:

· isql  -S <server_name>  -U <db_user_name>  -P <db_user_password>

· use EcNbDb[_<MODE>]

· go

· sp_help

· go

Note that the EcNb database tables and stored procedures are listed.

· quit

Database Patches

To execute database patches, perform the following steps (for all subsystems/components) and then perform the appropriate subsystem/component-specific procedures as specified below (NOTE: For Ingest, be sure to read the subsystem/component sections first as there is a workaround that must be performed manually prior to executing the db patch in step c. below):

___ a) Verify the current version of the database being patched.

· isql  -S <server_name>  -U <db_user_name>  -P <db_user_password>

· use <db_name>[_<MODE>]

· go

· select * from EcDbDatabaseVersions where EcDbCurrentVersionFlag="Y"

· go

The values for the above parameters and the expected database versions are found in the table (The 6A.04 versions listed will be the version number of the database after the database patches are completed):

Table 5-1 – 6A.04 database Information

Subsystem/Component
Server_name
Db_user_name
Db_name
6A.04 Version

CSS/Registry
xxicgxx_srvr
css_role
EcCsRegistry[_<MODE>]
6101

CSS/Subscription Srvr.
xxinsxx_srvr
css_role
SubServer[_<MODE>]
607

DMS
xxinsxx_srvr
dms_role
EcDmDictService[_<MODE>]
6041

Ingest
xxicgxx_srvr
ingest_role
Ingest[_<MODE>]
6157

IOS
xxinsxx_srvr
ios_role
IoAdAdvService[_<MODE>]
52

MSS
xxmssxx_srvr
mss_role
mss_acct_db[_<MODE>]
62

PDPS
xxplsxx_srvr
pdps_role
pdps[_<MODE>]
6124

SDSRV
xxacgxx_srvr
sdsrv_role
EcDsScienceDataServer1[_<MODE>]
6080

STMGT
xxacgxx_srvr
stmgt_role
stmgtdb1[_<MODE>]
87.87

SSS
xxacgxx_srvr
nbsub_role
EcNbDb[_<MODE>]
0

___ b) From the ECS Assist Subsystem Manager, select the appropriate Mode, Subsystem, and Component from the main window.

___ c) Select "DbPatch" from the "Database" menu. A "File Selection" window will appear.

___ d) In the "File Selection" window, select .dbparms and select <Ok>.

___ e) Follow the subsystem-specific installation instructions below to complete the database patch process.

CSS Registry Database Patch

No database patch is required for the Registry.

CSS Subscription Server Database Patch

Update the SBSVR database to 607.  The SBSRV database has had 3 patches since the delivery of 6A04.  They are patch numbers 603, 605, and 607.  Patch 603 adds a new index, Patch 605 and 607 adds new stored procedures.

DMS Database Script

Add the new Spatial Subscription Server GUI user to the DDICT database  as follows:

___ a) Login to the host where the DDICT database package is installed.

___ b) cd /usr/ecs/<MODE>/CUSTOM/dbms/DMS

___ c) Run the EcDmDbSSSUser script.

VERIFICATION:

___ a) isql -U<dbo acct> -S<x0ins0n_srvr> -P<dbo_password>

___ b) use EcDmDictService[_<MODE>]

___ c) go

___ d) sp_help user

___ e) go

Note that  EcNbSubscriptionGUI is included in the user list.

No DMS database patch is required for this delivery.  In previous 6A.04 patches we updated the DMS database to patch number 6041.  This is new scheme for patch number for DMS>  Prior to this the patch number were sequential.  The last patch prior to patch 6041 was number 85.  Patch number 85 had a mistake in it and did not update the version table so the last patch number you will see in your database before patch 6041 will most likely be patch number 84.

Ingest Database Patch

There have been 11 database patches since the delivery of Patch_6A.04_INGEST.03.  They are:

Patch 6137 – Adds a GLAS ESDT.

Patch 6139 – Adds another GLAS ESDT.

Patch 6141 – Removes the InESDTMap table from the Ingest Database.

Patch 6143 – Deletes the InSourceMCF entries for SIPS and NON_STD_SIPS Source MCFs

Patch 6145 – Adds the New Landsat Polling data providers (LAM01 and LAM02)

Patch 6147 – Adds 7 new MODIS Version 3 ESDTs.

Patch 6149 – Adds new column PreprocFilenameUuid to the InRequestProcess table (schema change)

Patch 6151 – Adds 4 new MODIS version 3 ESDTs

Patch 6153 – Adds 34 new ESDTs for AIRS and 7 new ESDTs for AM/PM DPREP (for GSFC)

Patch 6155 – Adds 3 new ESDTs for AQUA EMOS

Patch 6157 – Changes 6 InternalFileTypes from SCIENCE to Metadata(0-2) for L7IGS and L7IGSWRS.

IOS Database Patch

No IOS database update is required for 6A.04

MSS Database Patch

There has been one database patch for MSS since the Patch_6A.04_MSS.02 was deliverd.  This is Patch 6A_C (Version number 62).  This patch adds the new login and user for the SSS.

PDPS Database Patch

There have been 2 new database patches to the 6A.04 database since the delivery of  Patch_6A.04_PDPS.04.  These two patches are:

Patch.6A23 -  Modified the TrigDelDpPRExecutable.  It can now delete DPRs for and associated PGE.

Patch 6A24 -  Modified the TrigUpdPlDataProcessingRequest.  (See NCR 32885).  May prevent deadlocks.

Science Data Server Database Patch

Add the new Spatial Subscription Server users to the SDSRV database as follows:

___ a) Login to the host where the SDSRV database package is installed.

___ b) cd /usr/ecs/<MODE>/CUSTOM/dbms/DSS

___ c) Run the EcDsAddSynergyUser script.

VERIFICATION:

___ a) isql -U<dbo acct> -S<x0acg0n_srvr> -P<password>

___ b) use EcDsScienceDataServer1[_<MODE>]

___ c) go

___ d) sp_helpuser

___ e) go

Note that the users in /usr/ecs/<MODE>/CUSTOM/dbms/DSS/DsDbSynergyUserList are included in the user list.

There have been 3 database patches for the SDSRV database since the delivery of Patch_6A.04_DSS.03.  They are:

Patch 6076 – Adds a new store procedure for the new QA Hold flag. (New functionality)

Patch 6078 -  Adds new triggers to for the Spatial Subscription Server.  The new SSS user must be added first.

Patch 6080 -  Updates for the speed up of Granule Deletion.

STMGT Database Patch

There have been 4 new STMGT database patches since the delivery of Patch_6A.04_DSS.03.  They are:

Patch 81 – Update for NCR 26647.  Creates a new table for RequestMgr Cleanup (GR Cleanup)

Patch 83 -  Adds new error message to ErrorTest and ErrorAttribute tables

Patch 85 – Sets up the new Thread pools  This deletes the old PriorityThread.  Adds new tables DsDdThreadPool and DsDdAssignmentRule.  The default ThreadPools are based on Priority with one extra pool called Default. Please see the TE_6A.04_DDIST.01 CCR for a complete explanation of ThreadPools.  Also please talk to Steve Fox about how to set up the Thread Pools for your DAAC.  The default values are 5 threads for each priority and 10 for the default.  There values will be most like be sufficient for  a test mode, but will not work for an operational mode.

Patch 87- Updates the GRCleanup so that you can use parts of Days and hours in your configuration.  After Patch 81 and 87 are applied to the STMGT database the GR Cleanup must be configured via the STMGT GUI.  The GR Cleanup setup is under the configuration for the EcDsStRequestManager.

Workaround for NCR 32375:

The following Text is included from this listed NCR:

OPS:6A.04:DSS:/usr/ecs/OPS/CUSTOM/dbms/DSS/EcDsStDbPermissions doesn't grant

user PDS permissions

The EcDsStDbPermissions script grants appropriate permissions to all objects in the stmgtdb1 databases.  The problem is that it does not grant "select" access to database user PDS for the following tables:

 DsDdParameterList

 DsDdParameterListArchive

 DsDdRequest

 DsDdRequestArchive

 The impact of this problem is that when these tables are recreated by a database patch (as they were for 6A.04) then the PDS subsystem's access to the stmgtdb1 database is cut off.  The EcDsStDbPermissions script is routinely run after such patches with the intent of refreshing all access permissions to the database, but it does not restore access to PDS.  Without this access, PDS does not work at all until the permissions to the four tables are restored by human intervention.

 The EDC POC for this problem is Mark Anderson/mpanders@usgs.gov/605-594-2842.

  << end of description >>

SUBMITTER INFO:

Submitter Name: Mark Anderson

Submitter Phone: 605-594-2842

Submitter Email: mpanders@usgs.gov

SSS Database Patch

There are no database patches for the SSS database as this is a new database.

DSS

Request Manager Configuration

The Request manager has new values for the GR Cleanup which has been moved from a cron job into the Request Manager:  The new parameters must be setup in the STMGT database via the STMGT GUI.  The new parameters are:

Table 6-1 – New Request Manager Configuration Parameters

Parameter
Description/Value

Request Cleanup  Frequency
How often GR Cleanup will be performed

Request Cleanup  Retention (Days)
How long a request stays in the STMGT tables after completion before it is deleted

History Cleanup  Frequency
How ofter the History databases are cleaned up

History Cleanup  Retention
How long a request stays in the history tables before they are cleaned up

DDist Archive Cleanup  Frequency
How often the Archive tables are cleaned up

Ddist Archive Cleanup  Retention
How lon a request stays in the DDIST archive tables before it is removed

Event Log Cleanup  Frequency
How often the STMGT event logs are cleaned up

Event Log Cleanup  Retention
How long events stay in the STMGT Event logs before they are deleted.

Remove cron job for GRCleanup

Edit the crontab file on the xxacgnn server so the GR Cleanup is no longer manually run.

Copy the DLLs for SDSRV

___ a) Change the directory to <Staging Area>/SUN/CUSTOM/data/DSS/temp

___ b) Copy the appropriate files:
cp *.so /usr/ecs/<MODE>/CUSTOM/lib/ESS
___ c) Login as the <server_manager> (usually cmshared or allmode) and copy the new DLLs to the appropriate directory:
cp *.so /usr/ecs/<MODE>/CUSTOM/lib/DSS
Installing the SDSRV Attribute Valids (You do not need to do this for this but you need to do the workaround:

___ a)
Install the Attribute Valids:

1. The Subsystem "DSS" and component "EcDsSr (sdsrv) " should be selected on the ECS Assist Subsystem Manager display from the file menu.

2. Click on Stage Area Installation. Enter the staging directory in the space provided and select Ok.

3. From the "File" menu, select ESDT Manager.

4. From the "File" menu, select Install Valids Information. (This copies the DsDbSODictionaryData.sql and EcDsSrDbValids files to the appropriate runtime locations.)

5. From the "File" menu, select Exit.

6. Click the database button. This will install the latest Drop valids. The "DbValids" option was introduced for Drop 4PL7 and appears underneath DbBuild, DbPatch, etc.

7. Select DbValids.

8. Enter your site information in the Database Configurable Parameters dialogue box, and click OK.

9. Enter your site information in the EcDsSrDbValids Script Parameters dialogue box, and click OK.

___ b)
Verify in the ECS Assist log that the Attribute Valids processing ended normally without errors. Also check the more detailed log file /usr/ecs/<MODE>/CUSTOM/logs/EcDsSrDbValids.log for any errors.

Workaround:  NCR 33005:

The new QA Hold flag DB patch will prevent you from correctly using Restricted Granules unless you add the following information to the DsDeDictionaryRule Table in the SDSRV database.

As the DBO of the SDSRV database use isql to get into the xxacgnn sybase server.

Use the EcDsScienceDataServer1<_MODE> database

Type the following line:

INSERT DsDeDictionaryRule(attributeID,sequenceNo,ruleText) VALUES(199,8,"Hold")

go

Restore the firewall configuraiton files:

If you have you Firewall installed, in section 2 you saved you firewall configuraiton files.  Make sure restore those files before you bring up your servers.

If you saved the SLCsock5.conf file in /home/<cm<mode>/, you can copy them to the hosts where the following servers run:

EcInReqMgr

EcDsStFtpServer

EcDsStCacheManagerServer

EcDsStPullMonitor Server

EcInGUI

EcInPolling  (also restore the clientproxy.conf file on these hosts.)

SSS

Setup the Spatial Subscription Server GUI:

Obtain a port number for the Spatial Subscription Server GUI from the ECS Software Port Mapping (910-TDA-002).  Ask your web administrator to create a Netscape instance for the Spatial Subscription Server GUI, using the instructions below.

Instruction
Expected Result

Login to the host where the Spatial Subscription Server GUI is installed.

Type: rlogin <host; e.g., x0ins01>
User logged in

Type: setenv DISPLAY <terminal id>


Type: netscape &
Netscape Browser start-up web page is displayed.

Enter: http://<full host machine name>:<NES admin port*>

Where full host machine name is the complete domain name of the host where the Spatial Subscription GUI is installed (e.g., p0ins01.ecs.nasa.gov)

*<NES admin port> = 20077

The baselined http/admin port number is 20077; however, the current admin port number in use may be different.  Please notify the system administrator if a discrepancy exists.
NES Admin web page is displayed.

In the pop-up window, 

Enter User Name: admin

Enter Password: <web admin password>

Hit return.
Web Admin GUI home page is displayed.

Click on the Create New Netscape Enterprise Server 3.6 link at the bottom of the page.

(Note:  repeat this and all remaining steps for each mode where the Spatial Subscription Server GUI will be installed.)
NES instance set-up page is displayed.

Enter the following on the Installation forms page:

Server Name: <fully qualified domain name of host where Spatial Subscription Server GUI is installed; e.g., p0ins02.pvc.ecs.nasa.gov>

Bind Address:  (leave blank)

Server Port (OPS mode):  <enter port from step 1>

Server Identifier: <host>_SSS_<mode> (e.g., g0ins02_SSS_TS1)
Server User: nsserv

MTA HOST: localhost

NNTP HOST: (take default)
Document root: /usr/ecs/<mode>/CUSTOM/WWW/SSS/docs
Click on OK
Success status is returned.

Click on the Configure more about your new server link
Server preferences is displayed

Click on View Server settings at the top left of the page, to view how the server is currently set up.
Server settings are displayed.



Click on Programs in the top row of buttons.
CGI Directory page is displayed.

Enter the following:

URL prefix: cgi-bin
CGI Directory: /usr/ecs/<mode>/CUSTOM/WWW/SSS/cgi-bin
Click OK.
Save and Apply Changes page is displayed.

Click on Save and Apply button.
Pop-up indicates that information is saved.

In a separate unix window,

Edit the obj.conf file in /usr/ecs/OPS/COTS/www/ns-home/https-<machine>_SSS_<mode>/config, where <machine> the host where the Spatial Subscription Server GUI is installed (e.g., p0ins02), to add the following lines after the comment lines at the beginning of the file.

Init fn="init-cgi" LD_LIBRARY_PATH="/tools/<Solaris 2.5 Open Client directory>/lib"

Init fn="init-cgi" SYBASE="/tools/<Solaris 2.5 Open Client directory>"

Init fn="init-cgi" PATH="/tools/<Solaris 2.5 Open Client directory>/bin:/tools/bin"

Where <Solaris 2.5 Open Client directory> is the current open client directory (ask the DBA at your site); e.g., sybOCv11.1.1

Note:  editing this file requires root privileges.

These edits are required so that the Spatial Subscription Server GUI can access the Spatial Subscription Server database using perl dbi (database interface).
obj.conf file is edited

Return to the Netscape web page, and click on Apply at the top left of the page
Apply Changes is displayed

Click on Load Configuration Files
Pop-up message appears indicating that the configuration files have been loaded

Click on the Admin button at the top of the page.
A list of Netscape instances will be displayed.   The Netscape instance which has just been created will be displayed in this list, with status ON.

Toggle the status of the new Netscape instance to OFF
Status will be OFF

Toggle the status of the new Netscape instance to ON, to pick up all configuration changes.
Status will be ON

VERIFICATION:

Via a web browser, enter the url which was configured when creating the Netscape instance.  Verify that the Spatial Subscription Server GUI home page is displayed.  Click on the List Events tab - confirm that a list of events are displayed on the List Events page.

System

Start up all servers in the system using the normal system-level start process. No servers need to be cold started.

Start Spatial Subscription Server Drivers:

For the initial startup, login as the <server_manager>. Change directory to the /usr/ecs/< MODE>/CUSTOM/utilities directory and start the Spatial Subscription Server drivers using the EcNbDriverStart script.    The start script takes the following parameters:  EcNbDriverStart MODE NUM_EVENT_DRIVERS NUM_ACTION_DRIVERS NUM_RECOVER_DRIVERS NUM_DELETE_DRIVERS.   A suggested starting configuration is EcNbDriverStart <mode> 3 3 1 1.

VERIFICATION

___ a) Verify that the drivers stay up for at least one minute.   When you issue the ps command, you will see one .ksh process and one .pl process for each driver instance.

___ b) Check the driver logs for any error messages indicating that the startup may have failed.   Logs may be found in /usr/ecs/<mode>/CUSTOM/logs.   (EcNbSubscribedEventDriver.log, EcNbActionDriver.log, EcNbDeleteRequestDriver.log, EcNbRecoverDriver.log)

DSS

(SDSRV) ESDTs (EDC only)

Update the ESDTs listed in section 1.

PDPS:

Operational Workaround for NCR 33024:

When inserting a PGE exe tar file with a different top level shell name from the previously submitted PGE exe tar file update the execName field in the DpPrExecutable table of the PDPS database to the top level shell (executable) name of the new PGE before trying submission. If this is not done, the submission will fail.

This will be fixed in 6A.05.
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