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Preface

The Goddard Earth Sciences (GES) Distributed Active Archive Center (DAAC) Manager and Deputy Principal Investigator for OMI-EOS-AURA representing the Ozone Monitoring Instrument Dutch Processing System (ODPS) Science Investigator-led Processing System (SIPS) control this Operations Agreement (OA) jointly. Changes to this OA shall be made in the form of a new revision. The new revision becomes official and supersedes all earlier versions upon signature of both parties.

Questions and proposed changes concerning this document shall be addressed to:

Gary Alcott / GES DAAC Operations Manager

Code 902

Building 32, Room N126G

NASA Goddard Space Flight Center

Greenbelt, Maryland 20771

(301) 614-6813

Gary.T.Alcott@gsfc.nasa.gov

Gijsbertus H.J. van den Oord/ Deputy PI OMI-EOS-AURA 

Royal Netherlands Meteorological Institute

PO Box 201

3730 AE De Bilt

The Netherlands

+31 30 220 6461

oordvd@knmi.nl

The GES DAAC Operations Manager and the OMI Deputy Principal Investigator agree to place this OA under the configuration management (CM) of their respective organizations, and to maintain supporting information as specified in this agreement.  They further agree to coordinate changes to this OA between and within their respective organizations.

The master copy of this agreement will reside at and requests for copies should be addressed to:

GES DAAC Configuration Management Office (CMO)

Code 902

Building 32, Room N126-1

NASA Goddard Space Flight Center

Greenbelt, Maryland 20771

(301) 614-5035

rgray@g0mos16.gsfcmo.ecs.nasa.gov
Abstract

This document is the agreement for the operational interface between the Goddard Space Flight Center Earth Sciences (GES) Distributed Active Archive Center (DAAC) and the Ozone Monitoring Instrument (OMI) Dutch Processing System (ODPS) Science Investigator-led Processing System (SIPS) during the operational period of the Earth Observing System (EOS) Aura mission. The ODPS is a Science Investigator-led Processing System (SIPS) developed under the responsibility of an International Partner (The Netherlands).

Keywords: operations agreement, GES DAAC, AURA, OMI, SIPS, ODPS, PDR Server
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Section 1.  Introduction

1.1
General

The Ozone Monitoring Instrument (OMI) is part of the instrument suite on NASA’s Earth Observing System (EOS) Aura satellite. The OMI is an international collaboration between the United States, Finland and the Netherlands. Various tasks and responsibilities have been split between the US OMI SIPS, located at GSFC and the OMI Dutch Processing System (ODPS) SIPS located in the Netherlands. The US OMI SIPS will process L0 data to L1B and, subsequently, to L2 data products that are delivered to the Goddard Earth Sciences (GES) Distributed Active Archive Center (DAAC). As part of the EOS Data and Information System (EOSDIS), the GES DAAC will deliver OMI Level 1B, Level 2 and ancillary data products to the ODPS SIPS for data processing and analyses. The ODPS SIPS will regularly deliver Level 2 OMI data and metadata to the GES DAAC. Note that requests for deliveries of algorithms and associated software packages used to generate science products in the ODPS SIPS are handled by the US OMI SIPS. The numerous activities required to ensure effective operations between the GES DAAC and ODPS SIPS facilities are defined in this document.

1.2
Purpose

This document is the agreement for the operational interface, roles and responsibilities, addresses, parameters, and point-of-contact between the ODPS SIPS and the GES DAAC.  This interface is specified in the Interface Control Document (ICD) between the EOSDIS Core System (ECS) and the ODPS SIPS.  The ICD contains information on what comprises the interface and when the interface will be invoked, whereas, this document contains information on who performs the activities to make the interface function and where and how they do it.

 New releases and patches are thoroughly tested in TS2 mode prior to promoting in operational mode. In addition these new releases and patches also go under testing in operational mode. 
1.3
Scope / Intended Users

This agreement covers three types of operational information: information required by both the GES DAAC and the ODPS SIPS, information required by the GES DAAC facility about the ODPS SIPS facility, and information required by the ODPS SIPS facility about the GES DAAC facility. This agreement is written for the ECS-supported operations after the launch of the Aura satellite. 

The information in this document does not duplicate information contained in the ICD nor operator procedures manuals at both sides of the interface except as needed to explain required operations activities.

Section 2.  Documents

2.1
Related Documentation

The following documents apply in defining this interface or in obtaining background information relative to this interface.

423-41-57-15 

Interface Control Document between the EOSDIS Core System (ECS) and the Science Investigator-led Processing System (SIPS), Volume 15: OMI Dutch Processing System (ODPS) ECS Data Flow

423-41-57-13

Interface Control Document between the Earth Science Data and Information System (ESDIS) and Ozone Monitoring Instrument (OMI) System. Feb. 24, 2000..

Working Agreement between the ESDIS Project and Ozone Monitoring Instrument (OMI) U.S. Science Principal Investigator (PI) for Standard Data Production Using the OMI System.

423-41-57
Interface Control Document (ICD) Between EOSDIS Core System (ECS) and the Science Investigator-led Processing Systems, Volume 0, Interface Mechanisms, Revision E, November 2001, Earth Science Data and Information System Project

423-41-57-13

Interface Control Document (ICD) Between the EOSDIS Core System (ECS) and the Science Investigator-led Processing  SIPS System, Volume 13, Ozone Monitoring Instrument (OMI) ECS Data Flows
423-41-03

Interface Responsibilities for Standard Product Generation Using Science Investigator-led Processing Systems, July 1998.

611-CD-600-001

Mission Operation Procedures for the ECS Project, March, 2001.

GES DAAC Users Services

ECS Subscriptions: Obtaining Data from the GSFC by the ECS Subscription Service, March, 2000.

GES DAAC Users Services

Instructions and Guide on Using the ECS Database QA Updater 1.3, February, 2000.

Machine to Machine Gateway Search and Order Operational Procedures Document, Draft, October 2002
423-10-62
Earth Observing System (EOS) Real-time Processing System (ERPS) Functional and Performance Specification, July 2001.
OMI Documentation

      OMI SIPS Operators' Handbook
(will be available December 2004)

Section 3.  Overview

3.1
ODPS SIPS Overview

The ODPS SIPS hardware suite is located at the Royal Netherlands Meteorological Institute (KNMI) in De Bilt, The Netherlands. The operations staff is also located at KNMI.  The operations center will be staffed during normal Dutch (GMT + 1) business hours for the lifetime of OMI mission operations. Its function is to produce and deliver to the GES DAAC OMI standard Level 2 data products. It interfaces with the GES DAAC to receive OMI Level 1B, level 2 and ancillary data needed to perform science data processing. A second function of the ODPS SIPS is to perform all automated analyses, using the L1B data received from GES DAAC, that are necessary to maintain the in-flight instrument calibration for OMI. The analyses results are stored in the so-called Operational Parameter file that will be shipped to OMI SIPS. OMI SIPS will use this file to generate the OMI Level 1B products. This second functionality does not affect the GES DAAC.

In October 2003 ODPS demonstrated, during Mission Operations Science Simulation (MOSS) Test 3, to be able to support all mission critical tasks. The ODPS development will, however, continue till December 2004, including various enhancements. Thereafter the ODPS development team will be dissolved and operations will be taken over by a special operations staff. It is foreseen that in December 2004 various ODPS points of contact will change requiring an update of this document.
3.2
GES DAAC Overview

The GES DAAC processes, archives, and distributes selected Terra, Aqua, and Aura spacecraft data and associated ancillary data for the purpose of research and education to aid in the study of the natural and human processes that influence the climate of the earth. It will perform these same services for Aura after launch. The GES DAAC is located on the first floor of Building 32 at the NASA GSFC in Greenbelt, Maryland 20771. ECS operations personnel staff works at the GES DAAC 24 hours per day, seven days a week. The GES DAAC will archive all OMI standard data products and provide distribution service for data.

3.3
ODPS SIPS - GES DAAC Interface

The ODPS SIPS will regularly receive OMI Level 1B, Level 2 product data and ancillary data from the GES DAAC via ECS subscriptions. The GES DAAC delivers these data to the PDR server of the ODPS SIPS using scp-push. Subsequently a Distribution Notice (DN) is sent by the GES DAAC using E-mail to inform ODPS SIPS of the availability of the product data. Specific detail on the ECS subscription service and the PDR server are provided in NASA/GSFC Document 423-41-57, Volume 0 of the ICD between the ECS and the SIPS and in Volume 15 of the ICD between ECS and ODPS SIPS.

When ODPS SIPS operations determines that required input data have not been received from the GES DAAC, or when specific data sets are needed for the purpose of, e.g., reprocessing or anomaly analyses, ODPS SIPS operations may use the Machine-to-Machine Gateway (MTMGW) to perform a search and order from the GES DAAC. The GES DAAC will ftp-push the ordered data sets to the ODPS PDR Server. An e-mail Distribution Notice announcing the distribution is sent to the address provided in the order. Specific details can be found in NASA/GSFC Document 423-41-57, Volume 9 on the Machine-to-Machine Search and Order Gateway.

An alternative method for ordering or re-ordering data is to use the standard user interface to EOSDIS, called EOSDIS Data Gateway (EDG). This method is rather user-intensive and ODPS SIPS will rarely use it. Because it involves a general user interface provided by GES DAAC and it will not be described further in this Operations Agreement.

ODPS SIPS will provide the GES DAAC with standard OMI Level 2 products that are generated by ODPS SIPS. ODPS SIPS will put a Product Delivery Record (PDR) on the ODPS PDR Server, together with the product data files and the corresponding metadata files. The GES DAAC will poll the ODPS server regularly every 10 minutes for the presences of new PDRs. Upon detection of a new PDR the GES DAAC will scp-pull the product data files and the metadata files, and ingest these into the archive. The GES DAAC will notify ODPS SIPS about the successfulness of these actions via scp-push, Product Delivery Record Discrepancy (PDRD) or a Product Acceptance Notification (PAN) 

Figure 3-1 shows the interfaces between the ODPS SIPS and the GES DAAC.
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Figure 3-1 Interfaces between ODPS SIPS and GES DAAC.

ODPS has put out requirements for the following changes:
· Send Subscription Event Notifications and Distribution Notices as files using scp-push 
to the ODPS PDR Server instead of using e-mail.

· Use key-exchange for ssh-copy (push, pull) instead of username and password.

· Include md5sum checksum in body of Distribution Notices.

· MTMGW ordered products are to be delivered via the secure interface (scp-push) and not using ftp-push.

These requirements are still under discussion and may eventually lead to updates of this document.

Currently, secure ingest works only for data coming from ODPS SIPS to GES DAAC.

The GES DAAC will provide “Level 0 Data and Archive Monitor” tool that will allow both the GES DAAC and the ODPS SIPS to monitor data gaps in the Level 0, 1, 2 and 3 and associated products. Both the GES DAAC and the ODPS SIPS will work together to ascertain the causes of missing, incomplete, and unachievable data and will communicate as needed to decide on the best approach to resolving such issues. The web pages for these tools are listed in Section 4.3.
From time to time, the ODPS SIPS may submit requests to the GES DAAC to deliver data needed for reprocessing, and to ingest and archive the resulting OMI reprocessed products. The GES DAAC and the ODPS SIPS will work together to prioritize and schedule each of these requests.


Section 4.  Data Description

4.1
General

This section provides a complete summary of the data products to be delivered by the GES DAAC to the ODPS SIPS. Also the data products that ODPS SIPS will deliver to the GES DAAC are summarized. More details can be found in Volume 15 of the ECS-SIPS ICD (423-41-57-15).

4.2
ODPS SIPS Data Requirements

The current list of products required by the ODPS SIPS and GES DAAC is presented in the Appendix B.

4.3
ODPS SIPS Data Accounting

The following identifies URLs that the ODPS SIPS can use to access information regarding operations at the GES DAAC:

· 
· Level 0 Data Monitor Chart - http://g0ins01.gsfcb.ecs.nasa.gov/OPS/cgi-bin/Monitors/L0Monitor.pl
This link allows the view of the L0 data. Select an appropriate Year, Day, Interval, Mission and Type. Check the Type and click on the “Obtain information”. This web page is for authorized user only and a request for an access can be obtained by contacting GES DAAC Users Services via email as shown in paragraph 8.3.1.2.
· OMI Data Production chart - http://g0ins01.gsfcb.ecs.nasa.gov/OPS/OMI/OMI/DotChart.pl
This link allows view of the dot chart for OMI data production, Select an appropriate date for the data and click on “Obtain Information” Move the cursor to a granule and double click it to get the detail information such as insert time, file name and  file size etc. This web page is for authorized user only and a request for an access can be obtained by contacting GES DAAC Users Services via email as shown in paragraph 8.3.1.2.



· EOS Data Gateway (EDG): http://eos.nasa.gov/imswelcome

This link allows for search and order data. Log on as a guest user or as registered user and follow the menu to search and order. To become a registered user, click on “Become a registered user” and follow the menu to become a registered user.
4.4
ODPS SIPS Data Reconciliation

The ODPS SIPS has the responsibility for performing data reconciliation of the products that they produce and provide to the GES DAAC. The ODPS SIPS will compare products staged by the SIPS with PDRDs and PANs received from the GES DAAC. Only a successful PAN will account for a successful delivery. Upon receipt of a PDRD or an unsuccessful PAN, ODPS will perform anomaly resolution and restage the (corrected) files for ingest by the GES DAAC. The final stage of the anomaly resolution process consists of ODPS SIPS staging a new PDR.

The ODPS SIPS has also the responsibility for performing data reconciliation for the products they receive from GES DAAC as part of an active subscription. When for 24 hours after receiving a SEN and if no DN has been received within 24 hours, the ODPS Operator will consult the GES DAAC B0 Portal Home Page to establish the status of the granule referred to in the SEN. The ODPS Operator will then contact the GES Operations Controller by e-mail.

4.5
ODPS SIPS PDR Server Maintenance
The ODPS SIPS is responsible for removing the received files off the GES DAAC delivery directory on the PDR server of the ODPS SIPS. The files will be removed after a successful ingest in the ODPS SIPS. ODPS will never remove files for which no DN has been received. The GES DAAC is responsible for removing trash resulting from an unsuccessful transfer (incomplete or corrupted) from the GES DAAC delivery directory on the PDR server of the ODPS SIPS. 

The ODPS SIPS is responsible for removing the files that ODPS has delivered to GES DAAC. ODPS will never remove files for which no PAN or PDRD has been received.

Section 5.  Interface Parameters

5.1
General

This section describes parameters necessary to ensure proper data monitoring and delivery of products from the GES DAAC facility to the ODPS SIPS facility.

Requests for changes to the parameters in Section 5.2 require email notification by ODPS SIPS to GES DAAC User Services. Requests for changes to the parameters in Section 5.3 require email notification by the GES DAAC to ODPS SIPS. Changes will be captured in a new release of this document.

5.2
ODPS SIPS Parameters

The GES DAAC to and from the ODPS SIPS as identified in Appendix A.1 has established a user profile to facilitate data transfer. Appendix A.1 also identifies the host and destination directories to be used by GES DAAC for product delivery and product retrieval using scp-push and scp-pull, respectively. The GES DAAC has obtained a ssh account to access the ODPS PDR server.
5.3
GES DAAC Parameters

The GES DAAC will only use the hosts listed in Appendix A.2 to access the ODPS PDR Server for scp-push and scp-pull. ODPS SIPS has configured its firewalls for access by these hosts.

Section 6.  Interface Methodologies

6.1
General

This section describes the methodologies that will be used by the ODPS SIPS and the GES DAAC to allow delivery of data, updating of QA metadata, and routine communication.

6.2
Data Delivery

6.2.1
Data Delivery from GES DAAC to ODPS SIPS
Distribution requests generated by the ECS subscription mechanism will be delivered via scp-push to the ODPS PDR server of ODPS SIPS. The host and directory are identified in Appendix A.

ODPS SIPS is an automated processing system. If necessary, the operator can order data from the GES DAAC using the Machine-to-Machine Gateway (MTMGW). Only in exceptional circumstances the ODPS SIPS operator will resort to ordering data using the EOS Data Gateway (EDG). Distribution requests generated by ODPS SIPS using the EDG and MTMGW will be delivered via either FTP Push or FTP pull. 

Distribution requests generated to the GES DAAC due to data or system related problems will be delivered via manual scp-push. 
For data delivered by scp-push, the GES DAAC considers the request “Shipped” when ECS detects that the scp delivery has been successfully completed. During the scp-push the GES DAAC will use a temporary filename that cannot be confused with a delivered product. After successful completion of the scp transfer the GES DAAC will rename the file to its official name. After the file is renamed, the GES DAAC will use send a Delivery Notice to the ODPS SIPS. It is a GES-DAAC responsibility to remove all files related to an unsuccessful transfer. For details see Section 4.5.


6.2.2
Data Delivery from the ODPS SIPS to GES DAAC

Data will be delivered from the ODPS SIPS to the GES DAAC by scp-pull. The GES DAAC will enter a subscription with the ODPS SIPS for the standard data products. The ODPS SIPS will stage the standard data products on the ODPS PDR server for access by the GES DAAC for a maximum of 5 working days. When the ODPS SIPS receives either a PAN or a PDRD it will remove the data from the PDR Server. Clean-up of the ODPS PDR Server directories is an ODPS SIPS responsibility. For details see Section 4.5.

6.3
Delivery Notice

Once the ECS determines that a distribution request has been completed, it will deliver a Delivery Notice (DN) referencing the requested granule(s). 

If a request is considered shipped, a "successful" DN is sent. If a completed request is not successful, a "failed" DN is sent. Samples of both types of DNs are in 423-41-57 Volume 0.

For distribution requests initiated through the ECS subscription process, the DN will be delivered to the e-mail address specified in Appendix A. For distribution requests submitted with the EOS Data Gateway (EDG), the ODPS SIPS will supply the appropriate email address when ordering the data. For distribution using the MTMGW the GES DAAC will send a DN by e-mail to the ODPS SIPS to the address specified in Appendix A.
6.4
Subscribing Data 

6.4.1
Subscribing Data from GES DAAC

The GES DAAC subscription process will facilitate the majority of data delivery from the GES DAAC to the ODPS SIPS. The ECS subscription mechanism provides only for the delivery of data that is newly inserted into the GES DAAC archive as a result of data ingest. The ECS subscription service is discussed in detail in ECS Subscriptions: Obtaining Data from the GSFC DAAC by the ECS Subscription Service, as identified in section 2.1.

Before subscription service can begin, the GES DAAC requires that a proper user profile is registered with the GSFC DAAC User Services. A new user profile or modifications to an old user profile can be made by email to the GES DAAC User Services.

The ODPS SIPS will be responsible for managing its own set of subscriptions. The ODPS SIPS will do this by submitting individual subscription requests via email to the automated subscription request manager at subscrip@g0ins01u.ecs.nasa.gov for each product to be delivered by the GES DAAC. ECS subscriptions can be initiated only for data associated with ECS installed Earth Science Data Types (ESDTs). A listing of current ESDTs installed in the ECS at the GES DAAC can be accessed via the GES DAAC M&O web page.

Upon receiving a subscription request, the GES DAAC User Services will inform the ODPS SIPS Operations of the status of the request by the next working day. If the subscription request cannot be properly authorized, the ODPS SIPS Operations and GES DAAC User Services will work together to resolve any subscription request problems. The GES DAAC User Services will also inform ODPS SIPS Operations if the subscription cannot be activated by the subscription start date in the email request.

The ODPS SIPS operations will be responsible for monitoring the receipt of the requested data from the GES DAAC. The GES DAAC and ODPS SIPS operations will resolve any new ESDT data delivery/receipt problems in accordance with the guidelines provided in Sections 5 and 7.

The ECS will deliver a subscription event notification (SEN) via e-mail upon insertion of any granule into the archive that will trigger an ODPS SIPS subscription. The SEN will be send to the e-mail address identified in section Appendix A.

The GES DAAC User Services will provide a full listing of current subscriptions to the ODPS SIPS upon request. 

6.4.2
Subscribing data from ODPS SIPS 

ODPS SIPS provides the standard data products for ingest and archive at the GES DAAC. Transmission of standard data products from the ODPS SIPS to the GES DAAC will be accomplished by subscription. 

Before subscription service can begin, the ODPS SIPS requires that a proper user profile is registered with ODPS SIPS operations. A new user profile or modifications to an old user profile can be made by email to ODPS SIPS operations. 

6.5
Data Requests via EOS Data Gateway 

The ODPS SIPS via the EOS Data Gateway (EDG), as described in Section 7, must order data needed by the ODPS SIPS from the GES DAAC that is neither provided for via the ECS subscription process nor covered under contingency procedures.

EDG is the primary interface to all data available in NASA's EOSDIS and related data centers and is not maintained by the GES DAAC. It can be accessed via the URL specified in section 4.3.

6.6
Data Requests via Machine To Machine Gateway

Data that needs to be redelivered to the ODPS SIPS for regular operations or reprocessing will be ordered via the Machine-to-Machine Gate Way (MTMGW). 

The ODPS SIPS will have one SIPS account and two user ids for access to the MTMGW. See the Machine-to-Machine Gateway Search and Order Operational Procedures Document for background information.

There will be no limit to the amount of data that can be requested by ODPS SIPS through the MTMGW to support regular ODPS SIPS operations. 

6.7
Updating QA Metadata

The Quality Assessment (QA) Metadata Updater Tool (MUT), supported by the ECS, provides the capability of updating the values of Science or Operational QA flags in the metadata for OMI granules stored in the GES DAAC archive.

In order to update QA metadata via the QA MUT, the OMI QA manager will send an email request to the e-mail address as identified in Appendix A. 

QA requests will be processed at the GES DAAC by the next working day. The QA MUT will email a return status notice back to the requester. The notice will contain a short summary if the QA Updater was successful, or a long description with errors or warnings for most failures. QA update information from the GES DAAC will be uploaded into the ODPS SIPS QA database.

Problems with the QA MUT email request processing or content should be addressed to the GES DAAC User Services.

6.8
Regularly Scheduled Meetings

Representatives from the GES DAAC and the ODPS SIPS will have telephone conservations on a regular basis to discuss ODPS SIPS production, ECS ingest, and distribution issues, as well as notification of planned system outages, and other issues related to OMI science data product generation. The meeting time and agenda will be set by agreement of the GES DAAC Operations Manager and the ODPS SIPS Operations Manager.

Section 7.  Contingencies

7.1
General

This section describes the operational methods used to address data-related problems and system anomalies at either the ODPS SIPS or the GES DAAC.

7.2
Data Problems

Data related problems are defined as any anomalies such as missing, incomplete, or corrupted data.

The GES DAAC will be responsible for monitoring the completeness of production inputs and will allow reorder of data by the ODPS SIPS as necessary for initial processing to fill data gaps and for reprocessing. The GES DAAC and the ODPS SIPS will discuss data retrieval for reprocessing due to incomplete Level 1B and Level 2 science or non-science data at the next regularly scheduled meeting. If, after delivery from the ODPS SIPS, the GES DAAC identifies corrupted higher-level data, they should notify the ODPS SIPS via e-mail or contact the ODPS SIPS Operations Manager if immediate action is needed.

Delivery of all processed or re-processed data due to data related problems will be delivered to the GES DAAC via the ODPS SIPS subscription process as explained in section 6.2. 

7.3
Communication Problems

If for any reason the GES DAAC is unable to provide data to ODPS because of system anomalies, the GES DAAC Operations Controller will first attempt to isolate the cause of the problem, and then will notify the ODPS Operations Manager by phone, or if not available, via an e-mail message.

If the cause is due to GES DAAC system anomalies, the GES DAAC will notify the ODPS SIPS with an estimated time of repair. Upon resolution of the GES DAAC system problems, the GES DAAC will resend all data that was not originally delivered due to the anomaly via scp-push to the ODPS SIPS at the earliest available opportunity.

If the cause is due to ODPS SIPS system anomalies, the GES DAAC will notify the ODPS SIPS, who will provide an estimated time of repair. Both parties will then make a joint determination of whether active ODPS SIPS subscription should be suspended.

If the ODPS SIPS is unable to stage standard data products for access by the GES DAAC, the ODPS SIPS Operations Team will notify the GES DAAC of the problem by phone, or if not available, via an e-mail message. 

ODPS SIPS will inform the GES DAAC of an estimated time to correct the problem, and will notify the GES DAAC by phone or e-mail when the problem is resolved. ODPS SIPS will stage standard data products produced during the time span of the problem for ingest by the GES DAAC.

If the GES DAAC is unable to reach anyone at the ODPS SIPS by phone, then the GES DAAC is authorized to suspend the ODPS SIPS active subscriptions, if necessary, until communication is re-established.

Upon resolution of ODPS SIPS system problems, the ODPS SIPS manager will notify the GES DAAC User Services or the GES DAAC Operations Controller if User Services is unavailable, and the GES DAAC will re-activate the ODPS subscriptions. The ODPS will acquire all data that was not delivered due to the anomaly via the EDG or MTMGW, as identified in section 4.3, unless both parties agree to other arrangements.

In order to avoid unnecessary anomaly recovery actions both GES-DAAC and ODPS will mutually inform each other by e-mail of system downtime for maintenance purposes two weeks in advance.

7.4
ODPS SIPS Lights Out Operations

The ODPS SIPS will support manned operations eight hours a day, five days a week and run unmanned (or "lights out") for all other periods. In the event that the ODPS SIPS system should fail during one of the unmanned periods, the following activities will be followed.

In case that GES-DAAC cannot access the ODPS PDR Server active subscriptions will be suspended by GES-DAAC. After anomaly resolution ODPS SIPS will inform the GES-DAAC Operations Controller and request that the suspended subscriptions are activated again. GES DAAC will reactivate the subscription and data will start at the point where the subscription is restarted. ODPS SIPS will use the MTMGW to reorder the data that were not received. 

In case that the ODPS SIPS experiences an anomaly during a lights out period it will not affect the GES-DAAC operations. After ODPS has resumed production, all production runs that were affected by the anomaly will be rescheduled and the resulting products will be made available on the ODPS PDR Server for ingest by GES-DAAC. GES-DAAC may experience a slightly higher ingest load.

Note it is anticipated that the worst-case scenario for such an outage would be 88 hours (4:00 PM on a Friday to 8:00 A.M. on a Tuesday on a holiday weekend) to discover the failure plus any additional time to troubleshoot and resolve the failure.

7.4.1
GES DAAC to ODPS SIPS

The GES DAAC will detect the failure of the delivery of the L1B, L2 and/or ancillary files being sent to the ODPS SIPS. The GES DAAC will send out a notification via phone, followed by an email, to the ODPS SIPS regarding the transmission failures. If no response is received from ODPS within an hour or 75 requests have queued, the subscription will be suspended until such time as the ODPS SIPS can be reached to resolve the failure. Once the failure is corrected, the ODPS SIPS will notify the GES DAAC of return to normal operations. GES DAAC will reactivate the subscription and data will start at the point where the subscription is restarted. The ODPS SIPS will then reorder the data not received during the outage via the machine-to-machine gateway (MTMGW) interface. The data will be provided as bandwidth allows.

In case the GES DAAC cannot deliver a SEN or DN, via e-mail, to ODPS SIPS, because the e-mail bounces, the GES-DAAC will continue resending for some period of time. However, if it still fails then the GES DAAC will elevate the anomaly and notify the ODPS SIPS of the status.

7.4.2
ODPS SIPS to GES DAAC

During an outage period, it is assumed that the ODPS SIPS as a result of the failure will not stage processed data. After the failure is resolved and the data flow resumes, GES DAAC will pull data from the ODPS SIPS at the available bandwidth.






Section 8.  Points of Contacts

8.1
General

This section identifies points of contact that constitute the ODPS SIPS - GES DAAC interface, as described in the course of this Agreement.

8.2
ODPS SIPS

The following information is for use by GES DAAC personnel in accessing the ODPS SIPS.

8.2.1
Point of Contact

8.2.1.1
Network communication or other ODPS SIPS operational problems
Point of contact:
John van de Vegte 
Telephone:
+31 30 2206 870
Email:
vegtevd@knmi.nl
Availability:
Normal Dutch Business Hours (Eastern Time+ 6 hours)

Point of contact:
Edwin Potman
Telephone:
+31 30 2206 825
Email:
potman@knmi.nl
Availability:
Normal Dutch Business Hours (Eastern Time+ 6 hours)

Point of contact:
Wim Som de Cerff
Telephone:
+31 30 2206 871
Email:
sdecerff@knmi.nl
Availability:
Normal Dutch Business Hours (Eastern Time+ 6 hours)

8.2.1.2
ODPS SIPS software elements
Point of contact:
John van de Vegte
Telephone:
+31 30 2206 870
Email:
vegtevd@knmi.nl
Availability:
Normal Dutch Business Hours (Eastern Time+ 6 hours)
8.2.1.3
Revisions to agreements or special requirements
Point of contact:
Bert van den Oord
Telephone:
+31 30 2206 461
Email:
oordvd@knmi.nl
Availability:
Normal Dutch business hours (Eastern Time+6 hours)
8.3
GES DAAC

The following information is for use by ODPS SIPS personnel in accessing the GES DAAC.

8.3.1
Point of Contacts

8.3.1.1
Data related and troubleshooting problems

Point of contact:
GES DAAC Operations Controller

Telephone:
(301) 614-5581

Email:
opsctrl@g0mos16.gsfcmo.ecs.nasa.gov

Availability:
24 hours a day / 7 days a week

8.3.1.2
User profile changes, subscription or QA metadata related problems

Point of contact:
GES DAAC Users Services

Telephone:
(301) 614-5473

Email:
daac_usg@g0mos16.gsfcmo.ecs.nasa.gov

Availability:
Normal business hours

8.3.1.3
Distribution configuration

Point of contact:
GES DAAC Users Services

Telephone:
(301) 614-5473

Email:
daac_usg@g0mos16.gsfcmo.ecs.nasa.gov

Availability:
Normal business hours

8.3.1.4
Ingest and Machine To Machine Gateway configuration

Point of contact:
Latha Bichali

Telephone:
(301) 614-5436

Email:
lbichali@g0mos16.gsfcmo.ecs.nasa.gov

Availability:
Normal business hours

If this POC is needed during non-business hours, the Operations Controller should be contacted.

8.3.1.5
Revisions to agreements or to discuss special requirements not addressed herein

Point of contact:
Gary Alcott, GES DAAC Operations Manager

Telephone:
(301) 614-6813

Email:
Gary.T.Alcott@nasa.gov

Availability:
Normal business hour

Appendix A.  ODPS SIPS/GES DAAC Parameter

A.1
ODPS SIPS Parameters
· OMI User Profile
omi   (this should be the same as already in TS2)
· OMI User Name
gdaac
· OMI User Password
[on file]
· OMI Subscription Event Notification 
Directory
/data/omi/gdaac/incomingsen
· OMI Distribution Notification 
Directory
/data/omi/gdaac/incomingdn

· OMI Primary Host IP Address
145.23.240.50
· OMI Destination Directory
/data/omi/gdaac/incoming
· E-mail for SEN &DN
omipdr@knmi.nl
Level 2 data products that ODPS SIPS offers for ingestion by the DAAC can be found on the PDR Server in directory /data/omi/gdaac/outgoing. This directory contains the Product Delivery Record, the data granules and the corresponding metadata files.

When the GES DAAC ingests an OMI Level 2 data product it responds by placing either a Product Acknowledgement Notification (PAN) or a Product Delivery Record Discrepancy (PDRD) in the following directory of the ODPS PDR Server: /data/omi/gdaac/outgoingreply

ODPS SIPS can also order data by using the Machine-to-Machine Gateway. The GES DAAC will deliver the ordered data to the ODPS PDR Server and place it in directory /data/omi/gdaac/mtmgw. After successful delivery of the ordered data the GES DAAC will send a Delivery Notice by e-mail to the ODPS SIPS.

A summary of the directories on the ODPS PDR Server can be found in the Table below

	ODPS PDR Server directory
	Contents/use
	Actor

	/data/omi/gdaac/incoming
	Subscription data products 
	Push by GES DAAC

	/data/omi/gdaac/incomingdn
	Delivery notices for subscribed products 
	Push by GES DAAC

	/data/omi/gdaac/incomingsen
	Subscription event notifications 
	Push by GES DAAC

	/data/omi/gdaac/outgoing
	Product Delivery Records, data product files and metadata files
	Pull by GES DAAC

	/data/omi/gdaac/outgoingreply
	Product Delivery Record Discrepancies (PDRDs) and Product Acceptance Notifications (PANs)
	Push by GES DAAC

	/data/omi/gdaac/mtmgw
	Data products ordered through the MTMGW
	Push by GES DAAC

	/data/omi/gdaac/mtmgwdn
	Delivery Notices for MTMGW
	Pull by GES DAAC


A.2
GES DAAC Parameters

The following identifies GES DAAC host that has (secure) access to the ODPS PDR Server. The ODPS Firewall is configured to allow only this GES DAAC host to access the ODPS PDR Server.

GES DAAC Host

g0acg01u.ecs.nasa.gov (IP: 129.165.254.6)

Appendix B.  List of ESDTs

___________________________________________________________________________

B.1
Products required by ODPS SIPS from GES DAAC by Subscription

	ESDT Short Name
	Data Format
	Collection Summary
	Granule Size (MB)
	Granules/Day

	OML1BRUG
	HDF-EOS

METADATA
	OMI Global UV
	485
	14.4

	OML1BRVG
	HDF-EOS

METADATA
	OMI Global VIS
	565
	14.4

	OML1BRUZ
	HDF-EOS

METADATA
	OMI Zoomed UV
	545
	14.4 (one day per month)

	OML1BRVZ
	HDF-EOS

METADATA
	OMI Zoomed VIS
	570
	14.4 (one day per month)

	OML1BIRR
	HDF-EOS

METADATA
	OMI Solar Irradiance
	2
	14.4

	OMCLDO2
	HDF-EOS

METADATA
	OMI Cloud Top Pressure
	14
	14.4

	OMCLDO2Z
	HDF-EOS

METADATA
	OMI Zoomed Cloud Top Pressure
	14
	14.4 (one day per month)

	LeapSecT
	SCIENCE
	Leap Seconds
	0.004
	Weekly to Bi-weekly

	UTCPoleT
	SCIENCE
	UT1 – UTC and Polar Motion 
	0.69
	Weekly to Bi-weekly


B.2
ODPS SIPS Product Deliveries to GES DAAC

	ESDT Short Name
	Data Format
	Collection Summary
	Granule Size (MB)
	Granules/Day

	OMPROO3
	HDF-EOS

METADATA
	OMI Level 2 Global Ozone Profile
	30
	14.4

	OMPROO3Z
	HDF-EOS

METADATA
	OMI Level 2 Zoom Ozone Profile
	30
	14.4 (one day per month)


Abbreviations and Acronyms

AIRS
Atmospheric Infrared Sounder

CCB
Configuration Control Board

CCR
Configuration Change Request

CM
Configuration Management

DAAC
Distributed Active Archive Center

DCN
Document Change Notice

ECS
EOSDIS Core System

EDG
EOS Data Gateway

EDOS
EOS Data and Operations System

EOC
EOS Operations Center

EOS
Earth Observing System

EOSDIS
EOS Data and Information System

ESDIS
Earth Science and Data Information System

ESDT
Earth Science Data Type

FDS
Flight Dynamics System

FTP
File Transfer Protocol

GSFC
Goddard Space Flight Center
GES DAAC
Goddard Earth Science DAAC 
ICD
Interface Control Document

OMI 
Ozone Monitoring Instrument
ODPS
OMI Dutch Processing System
IP
Internet Protocol

MUT
Metadata Updater Tool
MTMGW
Machine To Machine Gateway
OA
Operations Agreement

POC
Point of Contact

QA
Quality Assessment

TLCF
Team Leader Computing Facility

SIPS 
Science-led Investigator Processing System
SEN
Subscription Event Notification
URL
Uniform Resource Locator

WWW
World Wide Web

