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Preface

This Operations Agreement (OA) is controlled jointly by the Goddard Space Flight Center (GSFC) Distributed Active Archive Center (DAAC) Manager and the Atmospheric Infrared Sounder (AIRS) Team Leader Science Computing Facility (TLSCF) Manager.  Changes to this OA shall be made in the form of a new revision; the new revision becomes official and supersedes all earlier versions upon signature of both parties.

Questions and proposed changes concerning this document shall be addressed to:

Gary Alcott / GSFC DAAC Operations Manager

Code 902

Building 32, Room N126G

NASA Goddard Space Flight Center

Greenbelt, Maryland 20771

(301) 614-6813

Gary.T.Alcott.1@gsfc.nasa.gov

Steven Friedman / AIRS TLSCF Manager

Mail Code 169-315

NASA Jet Propulsion Laboratory

4800 Oak Grove Dr.

Pasadena, California 91109

(818) 354-2659

Steven.Z.Friedman@jpl.nasa.gov

The GSFC DAAC Operations Manager and the AIRS TLSCF Manager agree to place this OA under the configuration management (CM) of their respective organizations, and to maintain supporting information as specified in this agreement.  They further agree to coordinate changes to this OA between and within their respective organizations.

The master copy of this agreement will reside at and requests for copies should be addressed to:

GDAAC Configuration Management Office (CMO)

Code 902

Building 32, Room N126-1

NASA Goddard Space Flight Center

Greenbelt, Maryland 20771

(301) 614-5035

rgray@gsfcsrvr4.gsfcmo.ecs.nasa.gov

Abstract

This document presents the agreement for the operational interface between the Goddard Space Flight Center (GSFC) Distributed Active Archive Center (DAAC) and the Atmospheric Infrared Sounder (AIRS) Team Leader Science Computing Facility (TLSCF) during the operational period of the Earth Observing System (EOS) Aqua mission.
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Section 1.  Introduction

1.1  General

As part of NASA’s Earth Observing System (EOS) Data and Information System (EOSDIS), the Goddard Space Flight Center (GSFC) Distributed Active Archive Center (DAAC) will deliver Level 0, 1, and 2 AIRS and other associated data to the AIRS Team Leader Science Computing Facility (TLSCF).  Numerous other activities will be required to ensure effective operations between the two facilities as outlined in this document.

1.2  Purpose

This document presents the agreement for the operational interface, roles and responsibilities, addresses, parameters, and Points-of-Contact (POC) between the AIRS TLSCF and the GSFC DAAC.  This interface is specified in the Interface Control Document (ICD) between the EOSDIS Core System (ECS) and the AIRS Science Processing Systems (ASPS).  The ICD contains information on what comprises the interface and when the interface will be invoked, whereas, this document contains information on who performs the activities to make the interface function and where and how they do it.

1.3  Scope / Intended Users

This agreement covers three types of operational information: information required by both the GSFC DAAC and the AIRS TLSCF, information required by the GSFC DAAC about the AIRS TLSCF, and information required by the AIRS TLSCF about the GSFC DAAC.  This agreement is written for the ECS-supported operations that will be available after the launch of the Aqua (formerly EOS-PM) spacecraft.

The information in this document does not duplicate information contained in the ICD nor operator procedures manuals at both sides of the interface except as needed to explain required operations activities.

Section 2.  Documents

2.1  Related Documentation

The following documents apply in defining this interface or in obtaining background information relative to this interface.

423-42-07

Interface Control Document between the Earth Science Data and Information System (ESDIS)  and the AIRS Science Processing Systems (ASPS), April, 2001.

552-FDD-96/10R0Ud0

Earth Observing System (EOS) AM-1 Flight Dynamics System (FDS)/EOSDIS Core System (ECS) Interface Control Document (ICD), Rev. 6, May 1999.

611-CD-600-001

Mission Operation Procedures for the ECS Project, March, 2001.

313-CD-600-001

Release 6A ECS Internal Interface Control Document for the ECS Project, March, 2001.

423-41-57

Interface Control Document (ICD) Between the EOSDIS Core System (ECS) and the Science Investigator-Led Processing Systems (SIPS), Volume 0, March 2000.

GSFC DAAC Users Services

ECS Subscriptions: Obtaining Data from the GSFC by the ECS Subscription Service, March, 2000.

GSFC DAAC Users Services

Instructions and Guide on Using the ECS Database QA Updater 1.3, February, 2000.

AIRS-TLSCF DOCUMENTATION

Add Operators’ Manual


QA Plan


Validation Plan


Calibration Plan

Section 3.  Overview

3.1  AIRS Overview

The AIRS TLSCF is located in building 168 at the Jet Propulsion Laboratory in Pasadena, California. It will be staffed with operator(s) to operate during the normal business hours for the first year of AIRS mission operations. Its primary function is to plan, produce and archive AIRS science data products and the associated “truth” match-up products that support the AIRS science data calibration and validation activities. It interfaces with the Goddard DAAC to receive AIRS Level 0 data packages and the applicable ancillary and “truth” data files needed to perform science data processing. In addition, it receives a sample of other AIRS science data products generated at the Goddard DAAC to perform periodic quality check.
3.2  GSFC DAAC Overview

The GSFC DAAC processes, archives, and distributes selected Terra and Aqua spacecraft data and associated ancillary data for the purpose of research and education to aid in the study of the natural and human processes that influence the climate of the earth.  The GSFC DAAC is located on the first floor of Building 32 at the NASA GSFC in Greenbelt, Maryland.  The GSFC DAAC is staffed by ECS operations personnel on a 24 hours per day/seven days per week basis.

3.3  AIRS TLSCF - GSFC DAAC Interface

The GSFC DAAC will supply AIRS with Level 0, 1A, 1B, 2 and other associated products and metadata to the AIRS TLSCF. Data requirements depend on the phase of the mission: Phase 1 -- launch to launch plus three months; Phase 2 – launch plus three months to launch plus nine months; Phase 3 – launch plus nine months to end of the mission.  Data requirements for each phase are identified in section 3.2. of the ICD between the ESDIS and AIRS SPS.

Delivery from the GSFC DAAC to the AIRS TLSCF will be achieved via two methods 1)  standing registered subscriptions at the GSFC DAAC which will automatically initiate delivery as soon as the products become available, and 2) specific product requests made by the AIRS TLSCF via the EOS Data Gateway (EDG). In both cases, data will be transferred via file transfer protocol (FTP) push to a site at the AIRS TLSCF.

The GSFC DAAC will provide tools that will allow both the GSFC DAAC and the AIRS TLSCF to monitor data gaps in the Level 0, 1A, 1B, 2 and associated products. Both the GSFC DAAC and the AIRS TLSCF will work together to ascertain the causes of missing, incomplete, and faulty data and will meet regularly to decide on the best approach to resolving such issues. 

From time to time, the AIRS TLSCF may submit requests to the GSFC DAAC to reprocess data under certain specific requirements. The GSFC DAAC and the AIRS TLSCF will work together to prioritize and schedule each of these requests.

From time to time, the AIRS TLSCF will need to transfer one day of AIRS products, referred to as “Golden Day products” and designated by version identifier 99, to the GSFC DAAC for archiving and distribution to the AIRS science team members.

Section 4.  Data Description

4.1  General

This section provides a summary of the data products to be delivered by the GSFC DAAC to the AIRS TLSCF.  Data requirements are discussed in detail in sections 3.2, 3.3, and 5.1 of the ICD between the ESDIS and AIRS SPS.
4.2  AIRS TLSCF Data Requirements

The GSFC DAAC will supply AIRS with Level 0, 1A, 1B, 2 and other associated products and metadata to the AIRS TLSCF. Data requirements depend on the validation phase of the mission: Phase 1 -- launch to launch plus three months; Phase 2 – launch plus three months to launch plus nine months; Phase 3 – launch plus nine months to end of the mission.

Regardless of the validation phase, the GSFC DAAC will deliver 100% of the level 0 data starting from launch and ending approximately 12 months after launch. A summary of other requirements are as follows:

Phase 1

· Level 0 expedited data sets

· 20 granules of level 1A products

· Level 1A QA products

· DPREP granules

· Radiosonde data

· Aviation forecast data

· Carryout files

Phase 2

· Level 0 expedited data sets

· 20 granules of level 1A products

· 20 granules of level 1B products

· Level 1A QA products

· Level 1B QA products

· DPREP granules

· Radiosonde data

· Aviation forecast data

· Carryout files

Phase 3

· Various products as identified in section 3.2-1 of the ICD between the ESDIS and AIRS SPS.

Section 5.  Interface Parameters

5.1  General

This section describes parameters necessary to ensure proper data monitoring and delivery of products from the GSFC DAAC to the AIRS TLSCF.

5.2  AIRS TLSCF Parameters

5.2.1

Three distinct user profiles have been established to facilitate data processing at JPL’s  TLSCF. The primary user profile, airs-tlscf, will receive all routine data and subscriptions. It will receive the bulk of data traffic. Two special profiles have been established to support more specialized processing. Expedited data (EDS) will be handled by airs-eds, and failed PGE reports (FAILPGE) will be sent to airs-failpge.

The following identifies the AIRS TLSCF hosts and destination directories that will be used by the GSFC DAAC to facilitate the FTP push delivery to the AIRS TLSCF:

Routine Data

AIRS User Profile
airs-tlscf

AIRS User Name
anonymous

AIRS User Password
[on file]

AIRS Subscription Event Notification Email
ops@airs-tlscf.jpl.nasa.gov

AIRS Distribution Notification Email
ops@airs-tlscf.jpl.nasa.gov

AIRS Primary Host Name
airs-tlscf.jpl.nasa.gov

AIRS Destination Directory
/

Expedited Data

AIRS User Profile
airs-eds
AIRS User Name
airs-eds

AIRS User Password
[on file]

AIRS Subscription Event Notification Email
eds@airs-tlscf.jpl.nasa.gov

AIRS Distribution Notification Email
eds@airs-tlscf.jpl.nasa.gov

AIRS Primary Host name
 airs-tlscf.jpl.nasa.gov

AIRS Destination Directory
/

Failed PGEs

AIRS User Profile
airs-failpge

AIRS User Name
airs-failpge

AIRS User Password
[on file]

AIRS Subscription Event Notification Email
failpge@airs-tlscf.jpl.nasa.gov

AIRS Distribution Notification Email
failpge@airs-tlscf.jpl.nasa.gov

AIRS Primary Host name
alpha.jpl.nasa.gov

AIRS Destination Directory
/pub/failpge

5.2.2

The AIRS TLSCF will notify the GSFC DAAC Users Services via an email message when requesting a change to any of the listed parameters.

5.3  GSFC DAAC Parameters

5.3.1

The following identifies AIRS TLSCF hosts and the destination directory that will be used by the GSFC DAAC to facilitate the FTP push delivery to the AIRS TLSCF, and FTP pull for Golden Day data transfers:

GSFC DAAC Delivery Host


g0acg01u.ecs.nasa.gov

GSFC DAAC FTP get Host for Golden Day Data

g0acg01u.ecs.nasa.gov

5.3.2

The following identifies URLs that the AIRS TLSCF can use to access information regarding operations at the GSFC DAAC:

· GSFC DAAC M&O Home Page: http://g0mos27.gsfcmo.ecs.nasa.gov/
Provides links to all tools listed below.

· L0 Monitor: http://g0ins02u.ecs.nasa.gov/DEV/cgi-bin/L0Monitor/L0Monitor.pl
Displays the integrity of EDOS delivered Level 0 data.
· Production Schedules: http://g0mos27.gsfcmo.ecs.nasa.gov/Production/Schedules.html
Displays summary of  production at the GSFC DAAC – updated daily.

· Production Monitor: http://g0ins02u.ecs.nasa.gov/SCF/cgi-bin/AIRS_Production_Monitor.pl
Displays availability of GSFC DAAC produced data by date/time.

· Subscription Viewer: http://g0ins02u.ecs.nasa.gov/DEV/UserServices/subedit.pl
Displays status of all active subscriptions.

· Shipping Monitor: http://g0ins02u.ecs.nasa.gov/DEV/cgi-bin/Monitors/Shipping.pl
Displays shipping status for each product by date/time.

· Meeting Minutes: http://g0mos27.gsfcmo.ecs.nasa.gov/~jwardenb/GDAAC_AIRS/Minutes.html
Displays ingest, production, and distribution metrics and outstanding production requests.

5.3.3

The following identifies email addresses that the AIRS TLSCF can use to submit subscription and QA requests:

· ECS QA MUT email address: quality@g0ins01u.ecs.nasa.gov
· ECS Subscription request email address: subscrip@g0ins01u.ecs.nasa.gov
5.3.4

The GSFC DAAC will notify the AIRS TLSCF if any changes are made to the above listed parameters.

5.4  Other Parameters

5.4.1

The following identifies other parameters that are used by either the GSFC DAAC or AIRS TLSCF to conduct operations but are maintained by other organizations:

· EOS Data Gateway (EDG): http://eos.nasa.gov/imswelcome
Tool to search and order data.

· EOS Data Reorder Request: http://jupiter02.gsfc.nasa.gov:591/reorder/
Displays EDOS and FDS re-order priority list.

· EOS System Status: http://jupiter02.gsfc.nasa.gov:591/sysstat/default.htm
Display the status of operations associated with the AQUA spacecraft.

· EOS Data Production: http://jupiter02.gsfc.nasa.gov/dataprod/dataprod.htm
Displays the status of instruments associated with the AQUA spacecraft. 

Section 6.  Interface Methodologies

6.1  General

This section describes the methodologies that will be used by the AIRS TLSCF and the GSFC DAAC to allow for delivery of data, updating of QA metadata, and routine communication.

6.2  Data Delivery

Data will be delivered from the GSFC DAAC to the AIRS TLSCF via two methods: FTP push and FTP pull. The method of delivery is determined by how the distribution request was generated.

Distribution requests generated by the ECS subscription mechanism will be delivered via FTP push to the AIRS TLSCF host and directory identified in section 5.2.1. Distribution requests generated by the EOS Data Gateway from an order by the AIRS TLSCF can be delivered via either FTP Push or FTP pull. Distribution requests generated by the GSFC DAAC due to data or system related problems will be delivered via FTP Push.

For data delivered by FTP Push, a request is considered ‘Shipped’ by the GSFC DAAC once ECS detects that the FTP delivery been successfully completed. For data delivered by FTP Pull, a request is considered ‘Shipped’ by the GSFC DAAC once ECS detects that the order has been successfully staged.

6.3  Delivery Notice

Once the ECS determines that a distribution request has been completed, it will email a Delivery Notice (DN) referencing the requested granule(s).

If a request is considered shipped, a “successful” DN is sent. If a completed request is not successful, a “failed” DN is sent. Examples of both types of DNs can be found in Appendix B.

For distribution requests initiated through the ECS subscription process, the DN will be sent to the email address specified in section 5.2.1. For distribution requests submitted with the EOS Data Gateway (EDG), the AIRS TLSCF will supply the appropriate email address when ordering the data.

6.4  Subscribing to Data from the GSFC DAAC

The majority of data delivery from the GSFC DAAC to the AIRS TLSCF will be facilitated by the GSFC DAAC ECS subscription process. The ECS subscription mechanism provides only for the delivery of data that is newly inserted into the GSFC DAAC archive; in most cases, as a result of data ingest or data production. The ECS subscription service is discussed in detail in ECS Subscriptions: Obtaining Data from the GSFC DAAC by the ECS Subscription Service, as identified in section 2.1.

Before subscription service can begin, the GSFC DAAC requires that a proper user profile is registered with the GSFC DAAC User Services. A new user profile or modifications to an old user profile can be made by email to the GSFC DAAC User Services.

The AIRS TLSCF will be responsible for managing its own set of subscriptions. The AIRS TLSCF will do this by submitting individual subscription requests via email to the automated subscription request manager at subscrip@g0ins01u.ecs.nasa.gov for each product to be delivered by the GSFC DAAC. The request must be formatted subject to the specifications listed in Appendix C. ECS subscriptions can only be initiated for data with respective ECS installed Earth Science Data Types (ESDTs). A listing of current ESDTs installed in the ECS at the GSFC DAAC can be accessed via the GSFC DAAC M&O web page.

Upon receiving a subscription request, the GSFC DAAC User Services will inform the AIRS TLSCF Operations of the status of the request by the next working day. If the subscription request can not be properly authorized, the AIRS TLSCF Operations and GSFC DAAC User Services will work together to resolve any subscription request problems. The GSFC DAAC User Services will also inform AIRS TLSCF Operations if the subscription cannot be activated by the subscription start date entered in the submitted email request.

The AIRS TLSCF Operations will be responsible for monitoring the receipt of the requested data  from the GSFC DAAC. The GSFC DAAC and AIRS TLSCF Operations will resolve any new ESDT data delivery/receipt problems in accordance with the guidelines provided in Sections 5 and 7.

The ECS will send an event notification email upon insertion of any granule into the archive that will trigger any AIRS TLSCF subscription. The email will be sent to the Subscription Event address identified in section 5.2.1.

The GSFC DAAC User Services will provide a full listing of current subscriptions to the AIRS TLSCF upon request. 

6.5  Data Requests via the EOS Data Gateway

Data needed by the AIRS TLSCF from the GSFC DAAC that is not provided for via the ECS subscription process nor covered under contingency procedures, as described in section 7, will be ordered by the AIRS TLSCF via the EOS Data Gateway (EDG).

EDG is the primary interface to all data available in NASA's EOSDIS and related data centers and is not maintained by the GSFC DAAC.  It can be accessed via the URL specified in section 5.4.1.

6.6  Special Production Requests

Special data production requests are to be made by email to the GSFC DAAC manager, with a copy sent to the GSFC DAAC Production Planner.

The GSFC DAAC manager is responsible for deciding whether to process an individual request, and if so, its assigned priority with respect to other pending requests. The products from special requests will be delivered via the subscription method discussed in section 6.2. The decision to revise a special request, or to change its production priority or delivery method will be made by the GSFC DAAC manager or an appropriate designee after consultation with the AIRS TLSCF manager.

All outstanding special requests will be listed on AIRS Meeting Minutes. The GSFC DAAC will update the status of all special requests on the Production Schedule web page on a daily basis.

6.7  Updating QA Metadata

The Quality Assessment (QA) Metadata Updater Tool (MUT), supported by the ECS, provides the capability of updating the values of Science or Operational QA flags in the metadata for AIRS granules stored in the GSFC DAAC archive.

In order to update QA metadata via the QA MUT, the AIRS TLSCF will send an email request to quality@g0ins01u.ecs.nasa.gov. The request must be formatted subject to the specifications listed in Appendix C.

QA requests will be processed at the GSFC DAAC by the next working day. The QA MUT will email a return status notice back to the requester. The notice will contain a short summary if the QA Updater was successful, or a long description with error/warnings for most failures.

Problems with the QA MUT should be addressed to the GSFC DAAC User Services.

6.8  Regularly Scheduled Meetings

Representatives from the GSFC DAAC and the AIRS TLSCF will meet on a regular basis to discuss AIRS-related ECS ingest, production, and distribution issues, as well as notification of planned system outages, and other AIRS-related issues. The meeting time and agenda will be set by agreement of the GSFC DAAC Operations Manager and the AIRS TLSCF Manager.

Section 7.  Contingencies

7.1  General

This section describes the operational methods used to address data-related problems and system anomalies at either AIRS TLSCF or the GSFC DAAC.

7.2  Data Problems

Data related problems are defined as any anomalies due to missing, incomplete or corrupted science or non‑science data.

The GSFC DAAC will be responsible for monitoring the completeness of production inputs and will reorder data from the EDOS and FDS as necessary. Order requests are posted on the EOS Data Reorder Request website as identified in section 5.4.1. The GSFC DAAC and the AIRS TLSCF will discuss reprocessing plans due to incomplete Level 0 science or non-science data at the next regularly scheduled meeting.

If, after delivery from the GSFC DAAC, the AIRS TLSCF identifies corrupted higher level data, they should notify the GSFC DAAC during the next regularly scheduled meeting, or contact the GSFC DAAC User Services if immediate action is needed.

Delivery of all processed or re-processed data due to data related problems will be delivered to the AIRS TLSCF via the GSFC DAAC subscription process as explained in section 6.2.

7.3  Communication Problems

If for any reason the GSFC DAAC is unable to provide data to AIRS TLSCF because of system anomalies, the GSFC DAAC Operations Controller will first attempt to isolate the cause of the problem, and then will notify the AIRS TLSCF Operations Team Lead by phone, or if not available, via an email message.

If the cause is due to GSFC DAAC system anomalies, the GSFC DAAC will notify the AIRS TLSCF with an estimated time of repair. Upon resolution of the GSFC DAAC system problems, the GSFC DAAC will resend all data that was not originally delivered due to the anomaly via FTP push to the AIRS TLSCF at the earliest available opportunity.

If the cause is due to AIRS TLSCF system anomalies, the GSFC DAAC will notify the AIRS TLSCF, who will provide an estimated time of repair. Both parties will then make a joint determination of whether active AIRS TLSCF subscription should be suspended.

If the GSFC DAAC is unable to reach the AIRS TLSCF by phone, then the GSFC DAAC is authorized to suspend the AIRS TLSCF active subscriptions, if necessary, until communication is established.

Upon resolution of AIRS TLSCF system problems, the AIRS TLSCF manager will notify the GSFC DAAC User Services or the GSFC DAAC Operations Controller if User Services is unavailable, and the GSFC DAAC will re-activate the AIRS TLSCF subscriptions. The AIRS TLSCF will acquire the all data that was not delivered due to the anomaly via the EDG, as identified in section 5.4.1, unless both parties agree to other arrangements.

Section 8.  Points-of-Contact

8.1  General

This section identifies points of contact (POCs) that constitute the AIRS TLSCF - GSFC DAAC interface, as described in course of this Agreement.

8.2  AIRS TLSCF

The following information is for use by GSFC DAAC personnel in accessing the AIRS TLSCF.

8.2.1

For network communication or other AIRS TLSCF operational problems:

Point of contact:
Steven Friedman

Telephone:
(818) 354-2659

Email:
Steven.Z.Friedman@jpl.nasa.gov

Availability:
Normal Business Hours (PDT)

Point of contact:
Albert Chang

Telephone:
(818) 393-2710

Email:
Albert.Y.Chang@jpl.nasa.gov

Availability:
Normal Business Hours (PDT)

8.2.2

For problems with AIRS TLSCF software elements:

Point of contact:
Evan Manning

Telephone:
(818) 354-1172

Email:
evan@psi.jpl.nasa.gov

Availability:
Normal Business Hours (PDT)

8.2.3

For revisions to this agreement or to discuss special requirements not addressed herein:

Point of contact:
Steven Friedman

Telephone:
(818) 354-2659

Email:
Steven.Z.Friedman@jpl.nasa.gov

Availability:
Normal business hours (PDT)

8.3  GSFC DAAC

The following information is for use by AIRS TLSCF personnel in accessing the GSFC DAAC.

8.3.1

For data related and troubleshooting problems:

Point of contact:
GSFC DAAC Operations Controller

Telephone:
(301) 614-5581

Email:
opsctrl@gsfcsrvr4.gsfcmo.ecs.nasa.gov

Availability:
24 hours a day / 7 days a week

8.3.2

For user profile changes, subscription or QA metadata related problems, or other customer support services:

Point of contact:
GSFC DAAC Users Services

Telephone:
(301) 614-5473

Email:
daac_usg@gsfcsrvr4.gsfcmo.ecs.nasa.gov

Availability:
Normal business hours

If this POC is needed during non-business hours, the Operations Controller should be contacted.

8.3.3

For special production requests:

Point of contact:
Steve Kempler, GSFC DAAC Manager

Telephone:
(301) 614-5765

Email:
kempler@daac.gsfc.nasa.gov

Availability:
Normal business hours

Point of contact:
Jecue Wardenburg, GSFC DAAC Production Planner

Telephone:
(301) 614-5510

Email:
jwardenb@gsfcsrvr4.gsfcmo.ecs.nasa.gov

Availability:
Normal business hours

8.3.4

For revisions to this agreement or to discuss special requirements not addressed herein:

Point of contact:
Gary Alcott, GSFC DAAC Operations Manager

Telephone:
(301) 614-6813

Email:
Gary.T.Alcott.1@gsfc.nasa.gov

Availability:
Normal business hours

Appendix A.  Examples of Delivery Notices

A.1  “Successful” DN

Subject: ECS Notification

Date: Thu, 1 Nov 2001 13:14:04 -0500 (EST)

From: CM ALLMODE (Goddard DAAC MODE Cross Over Account) <allmode@g0ins01u.ecs.nasa.gov>

To: ops@airs-tlscf.jpl.nasa.gov

Dear User,

Your FTP product request has been processed for the data file(s)

listed below. The files associated with the product(s) have been sent

to your site using FTP push.

Useful documents are located at

http://daac.gsfc.nasa.gov/CAMPAIGN_DOCS/EOS/eos_docs.html

For more information or to report a problem, please contact the GES

DAAC User Services at

GES DAAC ECS User Services

NASA GSFC Code 902

Greenbelt, MD 20771

Telephone (301) 614-5473

FAX (301) 614-5268

daac_usg@gsfcsrvr4.gsfcmo.ecs.nasa.gov

++++++++++

ORDERID: NONE

REQUESTID: NONE

USERSTRING: <User specified>

FINISHED: 11/01/2001 13:13:16

MEDIATYPE: FtpPush

FTPHOST: airs-tlscf.jpl.nasa.gov

FTPDIR: /pub/dropbox/

MEDIA 1 of 1

MEDIAID:

        GRANULE: UR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[GSF:DSSDSRV]:22:SC:AIRHASCI.001:115173

        ESDT: AIRHASCI.001

                FILENAME: AIRS.2000.12.16.145.L1A.HSB.v2.1.5.G000

                FILESIZE: 1140407

                FILENAME: AIRS.2000.12.16.145.L1A.HSB.v2.1.5.G000.met

                FILESIZE: 83657

A.2  “Failed” DN

Subject: ECS Notification

Date: Thu, 1 Nov 2001 13:14:04 -0500 (EST)

From: CM ALLMODE (Goddard DAAC MODE Cross Over Account) <allmode@g0ins01u.ecs.nasa.gov>

To: ops@airs-tlscf.jpl.nasa.gov

Dear User,

We regret not being able at this time to distribute your requested

data using FTP Push. This might be due to ECS system problems or

network problems. Please provide the Tracking Number (REQUESTID for

subscriptions, ORDERID for other types of orders) appearing in this

message to the GES DAAC User Services Office as listed below.  This

will assist us in determining the disposition of your order in the

system.

Support Contacts

GES DAAC ECS User Services

NASA GSFC Code 902

Greenbelt, MD 20771

Telephone (301) 614-5473

FAX (301) 614-5268

daac_usg@gsfcsrvr4.gsfcmo.ecs.nasa.gov

++++++++++

ORDERID: NONE

REQUESTID: NONE

USERSTRING:  <User specified>

FINISHED: 11/01/2001 13:13:16

FAILURE

The request failed

MEDIATYPE: FtpPush

FTPHOST: airs-tlscf.jpl.nasa.gov

FTPDIR: /pub/dropbox/

None of the requested granules are considered distributed.

The requested granules were:

UR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[GSF:DSSDSRV]:22:SC:AIRHASCI.001:115173

Appendix B.  Subscription Email Requests

ECS SUBSCRIPTION REQUEST FORM  (Complete one for each ESDT)

Complete the subscription form for each ESDT (NOTE the mandatory subject line) and email the text file to:

To: subscrip@g0ins01u.ecs.nasa.gov 

Subject: ECS Subscription Request

begin SubscriptionRequest

REQUEST_TYPE:            <ADD or DELETE or REVISE> 

ECS_ACCOUNT_NAME:        <name> 

DELIVERY_EMAIL_ADDRESS:  <user@machine.domain>              (can be revised)

EOS_DATA_PRODUCT:        <ESDTname.version> 

EVENT_TYPE:              <INSERT or UPDATE or DELETE> 

SUBSCRIPTION_START_DATE: <Month Day Year: 01/31/2001 >      (can be revised)

SUBSCRIPTION_EXPIRATION_DATE: <Month Day Year: 01/31/2002>  (can be revised)

SUBSCRIPTION_MESSAGE: <Text on one line, specified by requester>   (can be revised)  

DELIVERY_METHOD:   <FTP or 8mm or NO>  (This & "local_" entries can be revised)

local_username:       <YOUR COMPUTER ACCOUNT NAME WHERE DATA ARRIVES or N/A> 

local_password:       <YOURS---Anonymous FTP preferred: 

                           NONSECURE TRANSMISSION! or N/A > 

local_host:           <IP ADDRESS or DOMAIN NAMES or N/A> 

local_directory:      <path/directory or N/A>  

metadata_qualifier:   <N/A or <TYPE><RELATION><VALUE>> 

subscription_ID:      <N/A or existing subscription NUMBER> 

end SubscriptionRequest

#####################################################  

EXPLANATIONS of FIELDS

The following list is a line by line description of the fields in the

Subscription Request.

begin SubscriptionRequest 

This is a mandatory line to separate subscriptions from each other. 

REQUEST_TYPE:                   (MANDATORY) 

This is what you want to request for subscribing to ECS data: ADD a new subscription, DELETE an existing subscription, or REVISE an existing subscription. You will be assigned a new subscription ID number, which will be e-mailed to you when the subscription event is triggered inside ECS. You must know the existing subscription ID number to revise or delete. 

ECS_ACCOUNT_NAME:               (MANDATORY) 

! This is your ECS account user name as assigned when you registered previously with ECS. 

DELIVERY_EMAIL_ADDRESS: 

! The address to which ECS will send the subscription notices to you. This address is nominally the one you used to register as a user of ECS but it can be different from the address from which you send the subscription request. If the address is non-existent, you won't receive any subscription notices from ECS. 

EOS_DATA_PRODUCT:               (MANDATORY) 

! This is the ESDT shortname and version number (MODxx.001) of the data to which you are subscribing. For example, MOD03 for PGE01, MOD021KM forPGE02, MOD35_L2 for PGE03, with the version number as a suffix. A short list of the available data product ESDTs is included in the introductory subscription packet that the DAAC distributes, and it will be available under http://daac.gsfc.nasa.gov/CAMPAIGN_DOCS/MODIS/html/mdst.html

EVENT_TYPE:                     (MANDATORY) 

The ECS event that triggers a response to your subscription. The value INSERT will trigger your subscription when the data you specified is inserted into the ECS archive. The value UPDATE triggers your subscription when the data you specified has had its metadata changed. The value DELETE causes ECS to notify you when the specified data has been deleted from the archive. 

SUBSCRIPTION_START_DATE:         (MANDATORY) 

The date you want your subscription to be activated. From the start of this day, any data and event that satisfies the criteria specified by your subscription, will cause ECS TO NOTIFY YOU AND PERFORM ANY ACQUIRE action that you specify in DELIVERY_METHOD (FTP delivery, 8mm tape mailed, or NO action). The start date can not be earlier than the date you request a subscription, but the start date is EXTREMELY useful to REVISE to a future date, as a means of your controlling the data flow from the DAAC. You can REVISE the start date to the current date to reactivate a  subscription and you can REVISE it to a future start date to delay receipt of data. In no case, however,  can this date be REVISED to an earlier date  than the current date, because the data granules are already archived and thus are not subscribable.

SUBSCRIPTION_EXPIRATION_DATE: (MANDATORY) 

The date you want your subscription to be deleted. Beyond this day, your subscription will be deleted from ECS and you will no longer be notified of ECS events specific to your subscription nor receive the data specified in your subscription. The subscription information you previously specified will be erased completely from ECS and is unretrievable. However, other subscriptions you have to ECS data will still be valid, and you can still receive notices and data according to those remaining subscriptions.

MESSAGE_of_SUBSCRIPTION:        (MANDATORY) 

This message that you specify will appear in the email notices that ECS returns to you when the subscription is triggered. The text can be anything you want to let you or your software know anything pertaining to the data or you or ECS or your subscription or whatever else you need to be reminded. Of course writing an extremely long message containing dozens of lines could cause ECS warnings or errors with the subscription. IT IS HIGHLY RECOMMENDED HOWEVER THAT YOU START THE MESSAGE WITH THE ESDT NAME of the data to which you are subscribing, and INCLUDE A DESCRIPTION OF THE QUALIFIERS, if any, THAT YOU ARE USING.

DELIVERY_METHOD:                 (MANDATORY) 

This is the method, if any, by which you want to acquire the ECS granule data along with its metadata. You can choose FTP delivery, 8mm tape mailed, or NO action.  1) NO action means that you will be notified when the event happens, but you will not automatically receive the data. This is a means of keeping informed about a data type without being swamped by receiving many large data files. 

2) You can have the data on a DAAC 8mm tape mailed by U.S. post to your ECS registered user postal address. 

3) You can have the data FTPed to you if you fill in the following destination information. Otherwise, use N/A in the following "local" fields. 

local_username:                 (OPTIONAL) 

This is needed only if you want the data by FTP. Otherwise N/A.  This would be the account name that you use on your local host. 

local_password:                 (OPTIONAL) 

Since this is an insecure transmission, you might consider restricting privileges to your FTP account. However, the local directory receiving the ECS granules needs to have write permission for a successful FTP. 

local_host:                     (OPTIONAL) 

The numerical IP address (ex. 198.118.000.001) or the alphanumerical domain name (ex. eosdatacruncher.research.org) of the machine onto which the data will arrive. 

local_directory:                (OPTIONAL) 

The full directory path where you want the ECS data to arrive.  Example: /home/eosuser/FTP/MODIS/GEOLOCATION/quality_assurance/day_data  The directory needs to have write permission for a successful FTP. The directory should be created or exist BEFORE the subscription request is sent to ECS or the GSFC DAAC. You might need to specify the disk in front of the path if you have multiple disks on your machine. ECS will push the data to you only if adequate disk space exists; some files are hundreds of megabytes each! 

metadata_qualifier:             (OPTIONAL) 

The granules to which you subscribe can be selected further by specific metadata fields and their values. You will only receive notification or files that satisfy the criteria you specify. For each ESDT, the metadata qualifiers can be different; there are dozens of metadata types and hundreds of values one can use to selectively qualify the data to which you  are subscribing.  A complete list of them can be found either in ESDT descriptor files, metadata files and documents on the ECS data model.  If you want to use multiple metadata qualifiers, simply list them one on each line (metadata_qualifier) but have all the lines sequential in your request.

subscription_ID:                (OPTIONAL) 

A number assigned by ECS to a previously entered subscription. The number appears in notices sent out (triggered) by the subscription.  The email notice will have the line:  Subscription ID: with the number of your subscription identified for ECS. 

end SubscriptionRequest 

This is a mandatory line to separate subscriptions from each other. 
Appendix C.  QA MUT Email Requests

The Updater tool processes one QA update request file at a time. The input file is constructed by the requester who has examined the granules for quality and has decided to update the QA Flags in the granules. The requester should have previously obtained a granule identifier (UR, Universal Reference) from ECS, for example, by the subscription notices that are emailed to the requester when data is transferred by ECS to the requester. (Alternately, to facilitate identification of data granules at GSFC, the UR is published together with the local granule ID in a lookup file. Note that the UR is NOT contained inside the granule itself nor in its metadata!) In any case, the Update Request must specify the granule by UR for the Updater tool to work. 

The input QA Update request file must have four major items: 

email header 

begin line 

request line(s) 

end line 

Sample Input File (Example): 

Date: Wed, 25 Nov 1998 12:55:42 -0500 

From: rbuss@gsfcsrvr4.gsfcmo.ecs.nasa.gov 

Reply-To: Richard.Buss@gsfc.nasa.gov 

Organization: EOS-DAAC GSFC 

X-Mailer: Mozilla 4.07 [en] (X11; I; SunOS 5.5.1 sun4m) 

MIME-Version: 1.0 

To: quality@g0ins01u.ecs.nasa.gov 

Subject: QA Update Request for ECS. This is a test of the DAAC Database QA Update Tool. 

begin QAMetadataUpdate Science 

UR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[GSF:DSSDSRV]:19:SC:AST_09T.001:1988  GuruTej Passed  test 

UR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[GSF:DSSDSRV]:18:SC:AST_05.001:1990   GuruTej Passed  test 

end QAMetadataUpdate 

Details on each item follow: 

1) The  email header MUST contain at least three lines in any order: 

From: 

Subject: 

To: 

The email header safely can contain many other fields such as Reply-To: or Received: or Date:, but it must contain at minimum, these three fields. 

A) The Database QA Updater will email the return notice back to the sender at the Reply-To: address, if it exists before the end of the header, or alternatively, back to the From: address. 

B) The Subject line is a valuable means of identifying the QA update Request. The QA Updater will echo back this subject line in the return email notice sent to the requester. This will help identify which Update request was actually completed. The use of single quotes (') in the subject line is, however, strongly discouraged to avoid confusing email programs. 

C) The To: address that receives the requests at GSFC is quality@g0ins01u.ecs.nasa.gov . 

2) a begin line with either Science or Operational specified for the kind of update: 

begin QAMetadataUpdate Science 

or 

begin QAMetadataUpdate Operational 

The request must be for a single type of update; it can not contain both kinds of update at once. 

3) one or more update entries, one entry to each line and four fields in each entry, each separated by tabs, not blanks nor commas, nor double quotes. The fields on one line are 

A) Database ID name/number (UR)

B) Parameter name

C) QA Flag Value

D) QA Flag Explanation. 

FORMAT:  NAME:NUMBER<tab>PARAMATER<tab>QAFLAG<tab>Explanation 

Example: 

UR:10:DsShESDTUR:UR:15:DsShSciServerUR:13:[GSF:DSSDSRV]:18:SC:AST_05.001:1990 GuruTej Not Investigated An Explanation 

4) an end line with a return (new line) as the last character: 

end QAMetadataUpdate 

Here are some IMPORTANT details to consider when the requester creates an input file: 

--When a cut and paste is used to send in a request, it often loses the crucial tab and line-wrap formattings. It is recommended that an editor be used to compose the Request, rather than pasting into an email messaging utility. The edited file can then be imported or read into the emailer rather than a dangerous cut and paste. 

---The six valid QA flag values for both Science and Operational in the 1999 ECS Data Model are: 

i) Not Investigated ii) Being Investigated iii) Passed iv) Failed v) Inferred Passed vi) Inferred Failed. No double quotes (") can be with the Flag or the entire request will fail. Alternately, if a requested QA Flag value is incorrect, different from one of the six valid values, only the update for that UR will fail. 

---The Explanation field is free form, can be blank, and can contain special characters EXCEPT double quotes (") or tabs. The length of the Explanation can be up to 235 characters. An update date is always appended to the Explanation (for a maximum length of 255 characters) when the database is updated. 

---The same granule can be updated twice within the same request, but the entry lines for that granule must immediately follow each other (be contiguous). Otherwise, the program will crash (bus error) when the granule is accessed for the second update attempt! This applies particularly to granules with several Measured Parameters. 

---For a given update type (either Science or Operational), the requester can specify ALL as the parameter name in order for all Measured Parameters in the granule to be set with the same value and with the same explanations (but values and explanations separate from each other.)
Appendix D. Abbreviations and Acronyms

AIRS
Atmospheric Infrared Sounder

CCB
Configuration Control Board

CCR
Configuration Change Request

CM
Configuration Management

DAAC
Distributed Active Archive Center

DCN
Document Change Notice

ECS
EOSDIS Core System

EDG
EOS Data Gateway

EDOS
EOS Data and Operations System

EOC
EOS Operations Center

EOS
Earth Observing System

EOSDIS
EOS Data and Information System

ESDIS
Earth Science and Data Information System

ESDT
Earth Science Data Type

FDS
Flight Dynamics System

FTP
File Transfer Protocol

GSFC
Goddard Space Flight Center

ICD
Interface Control Document

IP
Internet Protocol

MUT
Metadata Updater Tool

OA
Operations Agreement

POC
Point of Contact

QA
Quality Assurance

TLSCF
Team Leader Science Computing Facility

URL
Uniform Resource Locator

WWW
World Wide Web
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